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Abstract 
This study discusses the effects of the Automated Teller Machine 
(ATM) network market structure on the availability of cash 
withdrawal ATM services and cash usage. The aim and novelty of the 
study is to construct the ATM equation. The study also contributes to 
the earlier discussion on the effects of ATMs on cash usage. The 
monopolisation of ATM network market structure and its effects on 
the number of ATMs and on cash in circulation are analysed both 
theoretically and empirically. The unique annual data set on 20 
countries used in the estimations has been combined from various data 
sources. The observation period is 1988–2003, but the data on some 
countries are available only for a shorter period. Based on our 
theoretical discussion, as well as the estimation results, 
monopolisation of the ATM network market structure is associated 
with a smaller number of ATMs. Furthermore, the influence of the 
number of ATMs on cash in circulation is ambiguous. 
 
Key words: ATM, ATM network, monopolisation, demand for cash 
 
JEL classification: C33, E41, G2, C11 
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Tiivistelmä 
Tässä tutkimuksessa tarkastellaan käteisautomaattiverkkojen mark-
kinarakenteen vaikutuksia automaattipalvelujen saatavuuteen ja kätei-
sen käyttöön. Työn tarkoituksena on luoda automaattien määrää ku-
vaava yhtälö sekä osallistua aiempaan keskusteluun automaattien vai-
kutuksista kierrossa olevan käteisen määrään. Automaattiverkkojen 
markkinarakenteen monopolisoitumisen vaikutusta automaattien mää-
rään ja kierrossa olevan käteisen arvoon analysoidaan sekä teoreetti-
sesti että empiirisesti. Estimoinneissa käytetään laajaa, eri lähteistä 
koottua 20 maan vuosiaineistoa. Tarkasteluperiodi on 1988–2003, 
mutta joillekin maille dataa on saatavilla lyhyemmälle periodille. 
Saatujen tulosten perusteella automaattiverkkojen markkinarakenteen 
monopolisoituminen vähentää automaatteja, mutta automaattien vai-
kutus kierrossa olevan käteisen arvoon on epäselvä. 
 
Avainsanat: käteisautomaatti, automaattiverkko, monopolisoituminen, 
käteisen kysyntä 
 
JEL-luokittelu: C33, E41, G2, C11 
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1 Introduction 
Payment systems have developed rapidly in many countries over the 
past few decades. The use of electronic means of payment has 
increased at the expense of paper-based payment instruments. For 
instance, in some countries payment cards have replaced cheques, and 
Internet banking has become a popular means of paying invoices. The 
developments in payment systems and especially in cash usage are 
very important for central banks. Central banks ought to promote 
stable, reliable and efficient payment systems. Furthermore, the 
maintenance of currency supply is one of the main responsibilities of 
central banks. Cash is the only legal tender, and cash issuance is a 
central bank monopoly and the basis of seigniorage for central banks. 
 Maintenance of the currency supply includes distribution of notes 
and coins to end-users. Automated Teller Machines (ATMs1) are 
nowadays a very common technology for dispensing notes to cash-
holders. Putting notes into circulation via ATMs involves two main 
parties: the central bank and banks, or bank-owned companies, which 
typically maintain ATMs and ATM networks2. The interests of these 
two parties may be somewhat conflicting: from the central bank’s 
point of view, increased cash usage is good, as it generates 
seigniorage; whereas for banks less cash usage is preferable since cash 
usage entails costs to banks but hardly any income. Therefore, it may 
be in banks’ interests to reduce cash usage and the number of ATMs. 
In addition to central banks and banks, cash usage has relevance for 
consumers, as well. Consumers decide, based on financial and 
inconvenience costs, whether to pay for transactions with cash or 
some other payment instrument. 
 How do cash dispensing technology choices or changes in this 
technology affect cash usage and maintenance of the currency supply? 
What happens if banks decide to radically reduce the number of 
ATMs? Do people hold less cash because it is difficult to find an 
ATM and withdraw cash? Or do people hold more cash because they 

                                          
1 By ATM (Automated Teller Machine) we mean a machine at which a customer can 
withdraw cash. Typically, these machines also provide other functions, eg reporting the 
balance on a customer’s account. There are also machines that are used for making credit 
transfers or deposits. In this study, we concentrate particularly on cash withdrawal ATMs 
and use the terms cash dispenser, ATM and cash-withdrawal ATM as synonyms. 
2 The ATMs of a bank, banking group or other credit institution constitute an ATM 
network. It is possible that ATM networks are interoperable, ie compatible, with each 
other. Compatible networks are sometimes called shared networks. 
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withdraw greater amounts of cash as visiting ATMs becomes more 
inconvenient? Based on the earlier literature, eg Boeschoten (1992, 
1998), Snellman et al (2000), Drehmann and Goodhart (2000) and 
Drehmann et al (2002), the effects of ATMs on cash in circulation are 
somewhat ambiguous. Also, the reduction in the number of ATM 
networks may reduce the number of ATMs and affect the demand for 
cash. Furthermore, the effects of ATM network market structure on 
cash usage may also depend on other payment instruments. If there are 
convenient and inexpensive payment instruments available, changes in 
ATM network market structure may have greater effects on cash 
usage than in infrastructures where cash is the only payment 
instrument available. 
 The market structure of cash withdrawal ATM networks differs 
across countries. Even in the euro area, there are countries with only 
one ATM network and other countries with many. There have also 
been changes in the ATM network market structure during the past 
fifteen years in many countries. Finland is a good example of this. 
Until 1994, each bank had its own ATM network, and these had been 
compatible for some years. In 1994, the biggest banks3 decided to 
close down their own networks. They founded a jointly owned 
company, called Automatia Pankkiautomaatit Ltd. This company, 
which bought the ATMs of the owner banks and the ATMs of Suomen 
Säästöpankki, established a common ATM network (Otto.network), 
and began to maintain the ATMs in it. In addition to this network, 
there were two considerably smaller cash withdrawal ATM networks 
in Finland in 1994–2004. All three of these networks were compatible, 
but during the later years customers had to pay a fee for using rival 
banks’ ATMs. In 2004, the small banks decided to close down their 
two networks and to start using Otto.network. Otto.ATMs are still 
owned by Automatia Pankkiautomaatit Ltd, and all banks are 
customers of this network. Customers of all banks are generally able 
to withdraw cash free of charge. 
 In Finland, reductions in ATM networks have always resulted in 
reductions in the number of ATMs. For instance, at the start of the 
1990s, the number of ATMs decreased by 14.5% in one year as ATMs 
were closed in connection with the merger of ATM networks. Before 
the merger, banks were competing fiercely with each other, and one 
way to do this was to provide ATM services at their own ATMs. In 
fact, Finland is the only country where the number of ATMs has 
decreased considerably. The number of ATMs decreased continually 

                                          
3 KOP, SYP, Osuuspankki and Postipankki. 
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during 1993–2003, dropping from 2994 to 2421 in 1993–1995 alone. 
Thus, monopolisation of the ATM network market structure seems to 
have reduced the number of ATMs. On the other hand, at the start of 
the 1990s, there was a severe banking crisis in Finland, which forced 
banks to cut costs. However, the banking crisis cannot be the only 
reason behind the reduction in ATMs. As stated above, the two small 
networks were closed down in 2004. As a result, ca 300 ATMs were 
closed and, at the same time, ca 80 new Otto.ATMs were installed. On 
this occasion, the reduction of ATMs could hardly have been the 
consequence of the banking crisis. In other words, monopolisation 
again led to fewer ATMs. In other countries, however, the tendency 
towards fewer ATMs has not been as pronounced as in Finland. 
Therefore, the monopolisation effects on the number of ATMs should 
be studied more closely. We describe developments and differences 
across countries in detail in Section 4.1 and Appendix 2. 
 The monopolisation of ATM networks and its effects on the 
number of ATMs and cash usage have not been widely discussed in 
the literature. The aim of this study is to highlight these aspects. The 
novelty of the study is to construct an ATM equation which depends 
on the number of ATM networks. We analyse the influence of 
monopolisation of the ATM network market structure both 
theoretically and empirically. A further aim is to contribute to the 
earlier discussion on the effects of the number of ATMs on cash 
usage. This question has been analysed in many earlier studies, but 
with mixed results: According to some studies, cash usage depends 
positively on the number of ATMs, whereas some other studies 
indicate the opposite result. Because of the ambiguous results in the 
earlier literature, we contribute to this discussion with both our 
theoretical and empirical analysis. We concentrate on the question of 
how ATMs affect cash usage when there is another payment 
technology available. Moreover, the earlier discussion on the demand 
for money and alternative payment instruments typically concentrates 
on the consumer side, ie the demand side. The bank (supply) side is 
also important because banks maximise profits and decide on the 
number of ATMs. In this analysis, the bank’s behaviour and the profit 
function behind its decisions are highlighted. Furthermore, we 
concentrate mostly on the transactions demand for cash and assume 
that all cash is withdrawn at ATMs. In reality, the importance of 
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ATMs as a cash distribution channel differs across countries. Some 
cash is withdrawn eg at bank branches or at EFTPOS4. 
 To sum up, we analyse, theoretically and empirically, two research 
questions: 1) how do changes in the ATM network market structure 
affect the number of ATMs and 2) how does this affect cash usage. 
We use in our estimations a unique data set on 20 countries for the 
period 1988–2003. The structure of the report is as follows. In Section 
2, we present a review of the literature. Next, we discuss the factors 
that determine a consumer’s cash usage and a bank’s provision of 
ATM services. We formalise this discussion theoretically in Section 3. 
Section 4 provides the relevant empirical evidence: the data, 
estimation results and main findings of the estimations. Section 5 
concludes the study, and includes some policy discussion and possible 
future research topics. 
 

                                          
4 EFTPOS refers to electronic fund transfer point-of-sale, ie a machine in a shop at which 
consumers pay with their payment cards. 
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2 Literature review 
This section first summarises earlier ATM studies. Recent discussion 
on ATMs has concentrated on the pricing structure and fees for ATM 
services. Network externalities of ATMs, as well as cost savings, have 
also been studied. The discussion has included technology adoption 
and used ATMs as an example of diffusion. The ATM discussion 
indicates that monopolisation of the ATM network market structure 
has not been widely analysed. Furthermore, this section briefly 
discusses the development of the theory of money demand, focusing 
on the transactions demand for money. The reason for this focus is 
that ATMs may have some influence on money demand, and one 
purpose of our study is to contribute to this discussion. The effects of 
monopolisation that are analysed in the industrial organisation 
literature are also briefly discussed here, since we study the effects of 
ATM network monopolisation on the availability of ATM services 
and cash in circulation. We also discuss compatibility and entry into 
markets with network externalities because these may be important in 
ATM networks. In addition, some papers on pricing and costs of 
payment instruments and payment systems are presented, as pricing 
and fee structures have recently been discussed widely in the payment 
systems literature. 
 
 
2.1 Literature on ATMs 

ATMs have been analysed in the literature for some thirty years. The 
earliest studies concentrate on explaining the adoption of this new 
technology. Mandell (1977) discusses ATM adoption in the USA. The 
first ATM was installed in the USA in 1969 and, according to 
Mandell, only 10% of all national banks had adopted even one ATM 
after eight years. Mandell states that a bank’s adoption of innovation 
depends eg on its size, branching status and competitive position. 
According to Mandell, in those days adoption of new technology was 
related more closely to competition than to cost savings. Hannan and 
McDowell (1987) examine how firms react to rivals’ precedence in 
technology adoption process. The authors use data on the adoption of 
ATMs by a large sample of US banking firms in 1971–1979. 
According to the study, rivals’ adoption of ATMs increases the 
conditional probability that the other firms will also adopt ATMs. 
Hannan and McDowell (1984a and 1984b) state that market 
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concentration has positive effects on the adoption of ATMs. Saloner 
and Shepard (1995) study empirically the adoption of ATMs in the 
USA in 1972–1979. According to their results, ATM adoption delays 
are reduced as network effects increase. The authors use the number 
of branches as a proxy for network effects because, in the 1970s, most 
ATMs were located in bank branches. However, today such a proxy 
would not be appropriate because many ATMs are located outside of 
banking premises. Furthermore, the authors state that ATMs are 
adopted the sooner, the greater the production scale economies. 
 McAndrews and Kauffman (1993) discuss network externalities 
and shared ATM networks. According to this study, the number of 
bank’s own branches is not related to early ATM adoption but the 
number of other banks’ branches is. Frame and White (2004) survey 
ATM diffusion studies in their article on empirical studies of financial 
innovation. The six studies summarised by Frame and White discuss 
initial adoption, or diffusion, of ATM technology. However, the 
demand for ATMs after the first phase of adoption has not been 
discussed very widely. Hester et al (1999) study decisions on ATMs in 
Italian banks. According to their results, the number of ATMs is 
positively related eg to the bank’s number of branches and deposit 
accounts. 
 There are studies on ATM pricing and fees. There are various fees 
related to ATMs: An interchange fee is a fee that the customer’s bank 
pays to the ATM owner when the customer uses another bank’s ATM. 
A surcharge fee is paid by the cardholder to the ATM owner. A 
foreign fee is paid by the cardholder to his bank when using another 
bank’s ATM. These and other fee definitions are found in McAndrews 
(2003). 
 Salop (1990) discusses the pricing decisions of shared ATM 
networks. He states that ATM networks should eliminate their pricing 
rules for interchange fees and that there should be price competition 
between ATM owners in order to increase the efficiency. Matutes and 
Padilla (1994) investigate shared ATM networks, banking competition 
and fees. The authors use a three-bank model to study the manner in 
which banks make their ATM networks compatible. They conclude 
that in equilibrium either a subset of banks will share ATM networks 
or there will be total incompatibility. This is a somewhat surprising 
result, since many national ATM networks seem to be compatible (eg 
ECB 2001). On the other hand, there have been changes in 
compatibility during the 1990s. The paper was published in 1994, 
when incompatibility was more typical than nowadays. According to 
Matutes and Padilla (1994), fully compatible networks are found in 
countries where the banking system is highly collusive, dominated by 
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public banks, or competing in different geographical markets. 
Furthermore, Matutes and Padilla state that network fees enhance the 
likelihood of compatibility. 
 Hannan et al (2003) analyse the pricing of ATM usage and 
surcharge levels in the USA. This empirical paper studies depository 
institutions’ decisions on whether to have surcharges on non-
depositors using their ATMs. The authors conclude that the 
probability of surcharging is positively related to the institution’s 
share of ATMs and negatively related to local ATM density. Massoud 
and Bernhardt (2002) investigate theoretically the pricing of ATM 
services. According to their results, in equilibrium, banks charge non-
member users high ATM fees but do not charge their own customers 
for ATM usage. Own customers have to pay high bank account fees, 
and larger banks charge higher bank account fees and higher 
surcharges than smaller banks. The authors state that forcing banks to 
charge both members and non-members the same ATM fees leads to 
higher ATM prices and bank profits, and possibly to less consumer 
welfare. 
 Partly based on Massoud and Bernhardt (2002), Massoud et al 
(2003) analyse empirically ATM surcharges and customer 
relationships. They find that changes in ATM surcharges have a direct 
effect on bank profitability and an indirect effect via customer 
switching to use of other services provided by the bank. Prager (2001) 
analyses the effects of ATM surcharges on small banks, comparing 
states that allowed surcharging prior to 1995 and those that did not. 
Contrary to the results by Massoud et al (2003), Prager (2001) finds 
that ATM surcharges do not affect banks’ profitability. Also Croft and 
Spencer (2003) analyse fees and surcharging in ATM networks. They 
develop a theoretical model and conclude that surcharging raises the 
customer’s price above the joint profit-maximising level for a shared 
network. Joint profits of the shared network are maximised by setting 
the interchange fee at marginal cost and not surcharging. Furthermore, 
large banks prefer lower interchange fees than do small banks. 
McAndrews (1992) discusses ATM network pricing based on a survey 
conducted in 1989 and 1990 in the USA. McAndrews (1998) 
discusses ATM surcharges in the USA, and McAndrews (2003) 
reviews the ATM pricing literature. 
 There is very little discussion on competition, mergers or 
monopolisation of ATM networks. McAndrews and Rob (1996) 
compare theoretically competition between two solely owned switches 
(ATM networks) and between one solely owned and one jointly 
owned switch. The authors study these two duopolies and differences 
in supplied quantities and profits, assuming the existence of network 
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externalities in the ATM market. According to their results, the 
equilibrium profits of banks in the solely owned network are the same 
in both duopoly cases. On the other hand, the equilibrium profits of 
banks in the jointly owned network are higher than the equilibrium 
profits of banks in the solely owned network in the case of one solely 
owned and one jointly owned network. In addition to the equilibrium 
profits from supplying ATM services to customers, banks in the 
jointly owned network receive part of the profits of the jointly owned 
network. Furthermore, the authors state that the network jointly owned 
by all banks produces the monopoly output, and consumers pay the 
monopoly price. They also discuss welfare implications and conclude 
that, because of network externalities and economies of scale, the 
monopoly may be a better structure in the end. 
 Carlton and Frankel (1995) discuss the merger between two ATM 
networks in Chicago. These two networks, Cash Station and Money 
Network, were competitors until 1987. After the merger decision and 
a transition period, all ATM terminals of the new-combined network 
were available to all customers in early 1988. Carlton and Frankel 
state, on the basis of the statistics, that the growth in the number of 
ATMs in the new network has been faster than average growth in the 
number of ATMs in the USA. Furthermore, the volume of transactions 
increased even though the interchange fee of the new network was 
increased in 1991. Based on these arguments, the authors state that the 
merger of these two ATM networks benefited consumers. Also Balto 
(1995) and Baker (1995) discuss mergers of ATM networks in the 
USA. They are clearly more skeptical about the benefits of ATM 
network mergers than Carlton and Frankel (1995). Horvitz (1996) 
discusses the effects of ATM surcharges on competition and 
efficiency. According to Horvitz, the Department of Justice and the 
Federal Reserve failed to prevent the consolidation of ATM networks 
in the USA in the 1980s. He presumes that high surcharges charged by 
large banks will encourage small banks to provide ATM networks at 
lower costs or even without surcharges, which may restore 
competition in the ATM network market. 
 Cost savings from ATMs and electronic payments have also been 
discussed. Humphrey (1994) studies possible cost savings and 
concludes that ATMs have not reduced banks’ costs. This may be the 
case because consumers use ATM services more intensively than 
services provided in bank branches. However, Humphrey et al (2003a) 
get the opposite results. They analyse cost savings from ATMs and 
electronic payments in 12 European countries in 1987–1999. 
According to the results, the ratio of operating costs of providing 
banking services to total assets has decreased considerably because of 
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electronic payments and use of ATMs. Humphrey et al (2003b) and 
Humphrey and Vale (2004) state that the shift to electronic-based 
payments leads to remarkable cost savings. In addition, Humphrey 
and Vale (2004) discuss cost savings from bank mergers. They use 
Norwegian banking sector data and state that bank mergers in Norway 
have on average reduced costs. Hancock et al (1999) discuss the 
consolidation of Fedwire and find that consolidation reduced costs. 
Humphrey et al (1998) investigate the gains from electronic payments 
with Norwegian data and conclude that electronic payments lead to 
social benefits. Raa and Shestalova (2004) analyse payment media 
costs with Dutch data and find that currency is cost-effective for small 
payments. Furthermore, their results suggest that debit cards or e-
money are likely to replace cash usage for larger legal transactions. 
 To conclude, various aspects of ATMs have been analysed in the 
literature. The earliest ATM papers concentrated on the adoption of 
ATMs, and a significant part of the recent literature discussed the 
pricing and cost saving questions. However, the effects of 
monopolisation in the ATM network market structure have attracted 
insufficient attention. Our analysis is aimed to fill this gap in the 
literature. 
 
 
2.2 Survey on money demand 

In this section, we briefly review money demand theory. After a 
general overview, we concentrate on the transactions demand for 
currency. 
 
 
2.2.1 Macro-economic and micro-economic levels of 

money demand 

One way to approach the money demand literature is to divide it into 
macro-economic and micro-economic levels. The development of 
money demand theory discussed in this sub-section are based on 
Boeschoten (1992, ch. 1) and Tarkka (1993, ch. 6). More detailed 
analyses, discussion and references are found in these two books. 
 Fisher’s (1911)5 quantity theory focuses on money as a means of 
exchange. The basic idea is encapsulated in the famous equation of 

                                          
5 Fisher (1911): The Purchasing Power of Money (in Tarkka 1993). 
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exchange, MV = PT, where M is the stock of money, V the circulation 
velocity of money, P the price level and T the volume of total 
transactions. The cash balance approach of Pigou and Marshall is 
another version of the quantity theory, which is also referred to as the 
Cambridge approach. Pigou (1917)6 expressed this approach as 
M = kPY, where M is the stock of money, P the price level, Y real 
income and k a constant (Cambridge k). Keynes (1936)7 emphasised 
the importance of the interest rate, and one of his central assumptions 
was that money demand depends negatively on the interest rate level. 
In the 1950s, Friedman8 began to criticise the Keynes approach, and 
interest in the quantity theory increased. The application of the 
portfolio approach to economic theory presented by Tobin (1958) 
analyses money holdings as part of a portfolio. In this approach, the 
demand for money depends on the risk of other assets and on the rates 
of return. 
 The micro-economic theory of money demand can be divided in 
three categories: the transactions demand, the precautionary demand 
and the speculative demand. Transactions demand means the need for 
money to pay for transactions. Precautionary demand means that some 
part of cash balances is held for sudden and surprising purchases. The 
speculative demand for money is related to uncertainties as to the 
returns on other forms of people’s wealth: money holdings may be 
held because the risk is low, whereas other forms of wealth may entail 
uncertainty eg about interest rates and capital losses. The speculative 
demand for cash may be highlighted eg in developing countries or in 
countries where people do not rely on the banking sector. The 
precautionary and speculative demands for cash are not discussed in 
detail in this study. 
 
 
2.2.2 Transactions demand for currency and other 

payment instruments 

Baumol (1952) discusses the transactions demand for cash. According 
to this model, the demand for cash depends on the value of 
transactions, cost of withdrawing cash and interest opportunity cost. 
Tobin (1956) discusses the interest elasticity of the transactions 

                                          
6 In Boeschoten 1992. 
7 Keynes (1936) A General Theory of Employment, Interest, and Money (in Tarkka 
1993). 
8 Friedman (1956); in Boeshoten 1992. 
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demand for cash. Romer (1986) presents a general equilibrium version 
of the Baumol-Tobin model, in which money is both the store of value 
and the medium of exchange, and the consumer’s cash holdings 
depend on the inconvenience of trips to the bank and interest rate 
losses from holding cash instead of higher-yield assets. Santomero 
(1979) analyses the demand for currency and for deposits. The 
average deposit balance depends eg on the fraction of total 
transactions paid by cash, the expenditure, the rate of return on the 
deposit account, the costs of transfer from the interest-bearing asset, 
and the cost of purchasing the commodity with demand deposits. 
Santomero and Seater (1996) discuss the demand for media of 
exchange when there is an arbitrary number of payment instruments 
available. They analyse a representative agent model and state that the 
range of asset use decreases as household income decreases. 
Furthermore, the usage of payment instrument depends on the 
consumption patterns. 
 Whitesell (1989) analyses the demand for currency and the 
demand for debitable accounts drawn on by check, debit card or credit 
card. In this model, the consumer makes purchases of various sizes, 
and the size of the transaction determines the means of payment used. 
The smallest transactions are paid in cash while transactions that 
exceed λ are paid with other means of payment. Whitesell (1992) 
analyses optimal service fees and deposit interest rates set by banks. 
Whitesell includes in his model currency, checks and credit cards, and 
discusses equilibrium under a monopoly bank and competitive banks. 
Shy and Tarkka (2002) study the use of electronic cash cards, charge 
cards and currency. They analyse the costs of these three means of 
payment for both merchant and consumer sides. According to the 
results of this theoretical paper, in the absence of fees the smallest 
purchases are paid by electronic cash card, mid-size purchases in 
currency and the largest purchases by charge card. Another approach 
is to assume that the commodity itself determines which transactions 
are paid in cash and which transactions by card. In other words, some 
commodities must be paid in cash and some by credit. For instance, 
Lucas and Stokey (1987) analyse the use of money with an aggregate 
general equilibrium model, assuming that there are two consumption 
goods – cash goods and credit goods – available each period. Lucas 
and Stokey state that one way to interpret credit goods is to define 
them as non-market goods, such as leisure. 
 White (1976) analyses the effects of credit cards on households’ 
demand for money. He states that increased use of credit cards can be 
expected to reduce the amount of money needed for transactions. 
Duca and Whitesell (1995) also discuss the effects of credit cards on 



 
20 

household money demand. According to their results, credit card 
ownership is negatively related to transaction deposits. Markose and 
Loke (2003) discuss network effects on cash-card substitution. They 
state that there is a unique relationship between EFTPOS coverage 
and the proportion of cash financed expenditures in equilibrium. 
Mulligan (1997) analyses the use of cash by firms and finds that large 
firms hold less cash than small firms, relative to sales. Similar results 
are found by Hirvonen and Virén (1996a, 1996b), who use survey data 
on Finnish business firms and find that the ratio of cash payments to 
total sales is considerably higher for small firms than for large firms. 
 Humphrey et al (1996) empirically study the use of cash and five 
non-cash payment instruments (check, paper giro, electronic giro, 
credit card and debit card). They use data on 14 countries for 1987–
1993 and conclude that countries generally move to increased use of 
electronic payment methods even when the mix of payment 
instruments differs considerably across countries. Avery (1996) 
comments on the study of Humphrey et al (1996) and emphasises that 
the exogenous variables that cause the differences between payment 
systems are not self-evident. Judson and Porter (2004) analyse 
currency demand in the USA in 1974–1998. They find that currency 
demand depends eg on transactions, income, age distribution, 
bankruptcies, crime, employment, transfer payments and international 
currency demand. Virén (1993, 1994) discusses the demand for 
different payment instruments in Finland based on survey data. 
 Mulligan and Sala-i-Martin (1996, 2000) study the adoption of 
financial technologies. They state that the relevant question is whether 
people hold interest-bearing assets, not the fraction of such assets. The 
main factor behind the choice is the product of interest rate times the 
total amount of assets. Angelini et al (1994) analyse money demand in 
Italy. They find that money demand was unstable in the early 1980s 
because new instruments for Treasury funding were launched. They 
note that people began to use new instruments, and the demand for 
money as a store of value declined. Rinaldi and Tedeschi (1996) 
discuss money demand in Italy using a system approach. Duca and 
VanHoose (2004) summarise a segment of the literature on money 
demand. 
 
 
2.2.3 Effects of ATMs on money demand 

Paroush and Ruthenberg (1986) discuss the effects of ATMs on the 
share of demand deposits in the money supply. The authors use Israeli 
data and find that the introduction of ATMs increases deposits at the 
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expense of currency holdings. Boeschoten (1992, p. 192) also 
discusses the influence of ATMs on cash demand. According to this 
study, ATMs have a positive effect on the nominal currency growth, 
but this effect is not very robust. Boeschoten (1998) continues the 
discussion about ATM influence on cash demand with Dutch data in 
1990–1994. He finds that ATMs lead to reduced cash demand by the 
public but increased inventories of currency held by the banking 
sector for ATM usage. Thus the total effect of ATMs on the total 
amount of currency outstanding is quite moderate. Hancock and 
Humphrey (1998) discuss the influence of ATMs on cash holdings 
and conclude that the effects are somewhat mixed. Snellman et al 
(2000) study the effects of ATMs on cash demand with data on 10 
European countries for 1987–1996. According to their results, there is 
a negative relationship between ATM usage and cash balances, ie 
ATMs have reduced the public’s demand for cash balances. Attanasio 
et al (2002) analyse the demand for currency with household data 
from Italy and find that the diffusion of ATM cards is the main factor 
explaining the decrease in currency demand. The currency-
consumption ratio is considerably higher for households with no bank 
account or ATM card. Furthermore, the demand for currency of ATM 
cardholders is more elastic with respect to the interest rate than is the 
demand for currency of households without ATM cards. 
 Drehmann and Goodhart (2000) study empirically 18 OECD 
countries and discuss the determinants of cash holdings. According to 
their results, the demand for small bank notes depends positively on 
the number of ATMs. However, the authors find that ATM effects are 
not robust to changes. Goodhart and Krueger (2001) arrive at similar 
results and state that the demand for small bank notes is positively 
related to the number of ATMs. People may visit ATMs more often 
and withdraw small amounts of cash, which would increase the 
demand for small bank notes. Drehmann et al (2002), based on panel 
data estimations, find that ATMs tend to increase the demand for cash, 
but the effect is not highly significant. Stix (2003) has studied how 
money demand depends on ATM usage in Austria. According to Stix, 
the effects of ATMs depend on the user groups. On the one hand, if 
the proportion of people using ATMs frequently is high, ATMs have a 
negative effect on cash demand. On the other hand, if the proportion 
of active ATM users is low, ATMs do not affect cash demand. 
 As demonstrated, the money demand literature is extensive. Some 
of the recent discussion has concentrated on the dependence 
relationship between money demand and ATMs. However, the results 
of those studies are mixed. One purpose of this study is to explain 
theoretically how cash usage can be modelled to depend on the ATMs. 
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We start this analysis by modifying slightly the traditional Baumol 
(1952) model. We make use of the Whitesell (1989) model to 
demonstrate the possible opposite dependence between number of 
ATMs and cash usage. In addition, we test empirically whether the 
dependence between cash usage and the number of ATMs is positive 
or negative. 
 
 
2.3 Monopolisation 

Traditional industrial organisation theory states that the market 
structure of an industry determines prices, quantities supplied and 
profits (structure-conduct-performance approach). In the simplest 
case, firms produce only one homogeneous product. The supply of the 
commodity is higher and the price is lower in a competitive market 
than in a monopoly. In other words, monopolisation in the industry 
reduces the quantity supplied and increases the price of the 
commodity (eg Tirole 1989, ch. 1). In the ATM network market, this 
means that if the number of ATM networks decreases, the number of 
ATM machines decreases. 
 Monopolisation of the ATM network market structure has not been 
widely discussed. As stated in Section 2.1, McAndrews and Rob 
(1996) compare theoretically two duopolies and differences in 
supplied quantities and profits, assuming the existence of network 
externalities in the ATM market. They find that a jointly owned 
network of all banks produces the monopoly output and consumers 
pay the monopoly price. Furthermore, the authors state that monopoly 
may be a better structure than duopoly because of network 
externalities and economies of scale. Carlton and Frankel (1995) 
discuss one ATM merger and argue that this merger benefits 
consumers. Balto (1995) and Baker (1995) are more skeptical about 
the benefits of ATM mergers. Hannan and McDowell (1990) discuss 
the effects of ATM adoption on market structure. According to their 
results, the impact of ATM adoption on market structure differs 
between large and small firms. If a large bank adopts ATMs, this 
increases the concentration level; if a small bank adopts ATMs, this 
tends to decrease the concentration level. 
 The effects of market structure have been studied empirically in 
various industries. For instance, Emmons and Prager (1997) analyse 
the US cable television industry, Kim and Singal (1993) the airline 
industry, and Barton and Sherman (1984) the microfilm producers. 
The results of these studies indicate that private monopoly or mergers 
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have led to higher prices. Prager and Hannan (1998) study bank 
mergers and find that banks participating in mergers offered lower 
deposit interest rates to their customers than banks that did not operate 
in markets in which mergers occurred. According to the authors, this 
indicates that mergers lead to increased market power. 
 Chakravorti and Roson (2004) discuss competition among 
payment networks in two-sided markets. They find that competition 
increases both consumer’s and merchant’s welfare. Rysman (2004) 
analyses empirically competition between networks and studies, as a 
case, the market for yellow pages. He finds that competition in yellow 
pages improves welfare. Wright (2003a) analyses optimal pricing of 
card payment systems. He discusses both the monopoly case and 
Bertrand competition. According to the results, the interchange fee 
may allocate benefits and costs between cardholders and merchants 
appropriately under the no-surcharge rule if merchants have 
significant market power. In contrast, under competition, interchange 
fees do not play the reallocative role. 
 Incentives for mergers have also been discussed in the literature. 
For example, Perry and Porter (1985) discuss incentives for horizontal 
mergers and Rodrigues (2001) and Horn and Persson (2001) 
incentives for endogenous mergers. Gowrisankaran and Holmes 
(2002) discuss an industry with no antitrust policy and state that 
mergers are likely only if demand is elastic or supply inelastic. 
 Based on this brief review of the monopolisation literature, we 
assume that monopolisation of the ATM market structure – ie a 
decrease in the number of ATM networks – reduces the number of 
ATMs, and vice versa. 
 
 
2.4 Network externalities: compatibility and 

threat of entry 

There is a vast literature on network externalities and network effects. 
Because these may be important in payment systems, we discuss this 
literature briefly. Before summarising the articles, it is worth defining 
network externality and network effect. Katz and Shapiro (1986a) 
define a network externality as a benefit that increases for each 
consumer as the number of consumers purchasing compatible items 
increases. According to the authors, network externalities are 
recognised in communications networks such as telephone systems. In 
addition to such direct externalities, industries with significant 
network externalities but without physical networks entail indirect 
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externalities. Katz and Shapiro (1986a) state that most examples of 
network effects include externalities in the hardware/software context. 
In such case, the amount of software available increases with the 
number of hardware units sold. One example of this is the credit card 
network: the card is the hardware and merchant acceptance is the 
software (Katz and Shapiro 1994). Dranove and Gandal (2003) define 
the network effect as follows: “A network effect exists when the value 
that consumers place on a particular product increases as the total 
number of consumers who purchase identical or compatible goods 
increases”. Furthermore, Dranove and Gandal (2003) define a 
telephone network as an actual, or physical, network because the value 
of the network depends on the number of people having access to the 
network. In contrast, in a virtual network, units are not linked 
physically (eg compact disc players) and the network effect depends 
on the complementary goods (Dranove and Gandal 2003). Based on 
these definitions, there seems to be some overlap in the use of the 
terms network externalities and network effects. 
 It is an interesting question whether network externalities are 
significant for ATMs. At least there seem to be some indirect network 
effects with ATMs. This has been pointed out eg in Knittel and Stango 
(2004) and their references. McAndrews (1997) states that ATMs are 
an example of the network good. According to Saloner and Shepard 
(1995), network effects seem to be important in ATM adoption. 
 Katz and Shapiro (1985) study complete and partial compatibility, 
and complete incompatibility, between two products. They find that 
firms with large existing networks or good reputation resist 
compatibility. Katz and Shapiro (1992) discuss whether introducing a 
new product is biased towards compatibility or incompatibility. 
According to the authors, a firm that introduces new technology is 
biased against compatibility. Katz and Shapiro (1986b) analyse the 
influence of sponsors on the adoption of certain technologies. They 
find that in the absence of sponsors the technology that is superior 
today is likely to dominate. On the contrary, if there are two 
competing, sponsored technologies, the technology that will be 
superior tomorrow is likely to dominate the market. Katz and Shapiro 
(1986a) find that firms may favour product compatibility in order to 
reduce the competition among themselves. Katz and Shapiro (1994) 
continue the discussion about compatibility, noting that a key question 
is how compatibility affects competition between system suppliers. A 
firm with a superior overall package of components is likely to prefer 
incompatibility. A firm that is confident it will be the winner in the 
future will also oppose compatibility. On the other hand, if each single 
firm has a superior component, they are likely to prefer compatibility. 
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 Gandal et al (1999) discuss compatibility in a case study of 
compact disc players. They state that if CD players had been 
compatible with vinyl records they could have been adopted earlier. 
Thus, compatibility may be very important feature when adopting a 
new technology. Gandal (1994) tests empirically whether network 
externalities are important for computer spreadsheet programs. 
According to the results, consumers are willing to pay more for 
compatible spreadsheets and the hypothesis that network externalities 
exist in the computer spreadsheet market receives support. 
 Compatibility without network externalities has also been 
discussed. Matutes and Regibeau (1988) find that compatibility leads 
to higher prices than incompatibility and increases the variety of 
systems available. Economides (1989) analyses compatibility without 
network externalities. He finds that compatibility leads to higher 
prices and profits than does incompatibility. Furthermore, Knittel and 
Stango (2004) discuss compatibility and pricing when there are 
indirect network effects in the ATM market. They find that 
incompatibility of ATMs increases the dependence between deposit 
account pricing and bank’s own ATMs, and decreases the dependence 
between deposit account pricing and rivals’ ATMs. 
 Farrell and Saloner (1985) discuss standardisation and innovation. 
They state that standardisation often benefits both customers and 
firms, and examine whether these benefits can lock-in an industry in 
an inferior standard even if there were better alternatives available. 
The results show that with complete information and identical 
preferences of firms this is not possible. Farrell and Saloner (1986) 
discuss installed base and compatibility. Contrary to the results of 
Farrell and Saloner (1985), they find that there may be “excess 
inertia”, ie markets may be biased towards the existing standard, even 
in the case of complete information, if the presence of an installed 
base is allowed. 
 Laffont et al (1998) discuss network competition using a 
theoretical model. They find that a competitive equilibrium may fail to 
exist because of large network substitutability or large access charges. 
Freely negotiated access charges may prevent competition and erect 
barriers to entry. On the other hand, Economides (1996) states that a 
quantity leader may have incentives to license his technology to 
competitors without charge. This occurs if there are strong network 
externalities and the quantity leader has no other means to convince 
consumers of its high production. On the contrary, Matutes and 
Padilla (1994) argue that compatibility makes the entry of new firms 
more difficult. This occurs because committing to compatibility 
lowers entrants’ expected profits. 
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 Based on the network externalities literature, it seems clear that 
network externalities may affect the compatibility of payment systems 
and the entry of new service providers. For example, the compatibility 
of two ATM networks may affect the total number of ATMs in the 
industry or the barriers to entry. These aspects could be relevant also 
in our analysis. However, because the data on compatibility of ATM 
networks in various countries are inadequate, we decided to omit the 
issue of network externalities from this study. 
 
 
2.5 Pricing structure and fees 

In analysing a customer’s decision about payment instrument usage or 
a bank’s decision about the number of ATMs, data on costs and prices 
would be very useful. However, these data are not available for most 
countries. Package pricing of banking services seems to be typical in 
many countries. This means that the customer pays eg a monthly fee 
that covers a certain amount of bill paying, card payments and ATM 
withdrawals. Prices may also depend on the customer, as banks may 
have lower prices eg for pensioners, students or loyal customers. 
Furthermore, prices do not necessarily reflect the costs of various 
payment instruments. There are typically large cross subsidies 
between payment services. This has been discussed eg in Koskinen 
(2001) and Guibourg and Segendorf (2004). The central bank of 
Norway has published some information about prices (eg Norges 
Bank 2004). In Ireland, the government regulates bank charges and so 
prices for various payments are available. McAndrews (1992) and 
Hannan et al (2003) have discussed ATM pricing and surcharge levels 
in the USA. It turned out to be impossible to obtain reliable pricing 
information or even estimates for 1988–2003 from all countries 
discussed in the empirical part of this study. 
 Some recent studies theoretically analyse pricing structures and 
fees for certain payment instruments. For instance, Wright (2003b) 
analyses the socially optimal fee structure for debit and credit card 
schemes. Also Rochet (2003), Rochet and Tirole (2003) and Gans and 
King (2003) discuss pricing structure and interchange fees of payment 
card schemes. Hausman et al (2003) analyse the joint membership in 
competing associations or joint ventures. The authors find that not-for-
profit organisations may lead to more efficient outcomes than 
organisations that maximise profits. This is an interesting result since 
the authors note eg that ATM networks are typically for-profit 
corporations. In recent discussions, payment card markets have been 



 
27 

treated as two-sided markets. In two-sided markets, both the 
cardholder and merchant sides must be taken into account. Two-sided 
markets have been discussed eg in Rochet and Tirole (2002a). Rochet 
and Tirole (2002b) analyse interchange fees set cooperatively by 
member banks in the case of a payment card association. Bolt and 
Tieman (2003) study the pricing structure for debit cards, taking into 
account the two-sidedness of the debit card market. Guthrie and 
Wright (2003) discuss the case of two-sided markets, where one side 
(merchants) compete with each other in order to attract users from the 
other side (consumers) who are potential card users. Chakravorti 
(2003) surveys the credit card literature and summarises eg the 
discussion on merchant pricing and interchange fees. 
 As discussed, recent theoretical payment systems research has 
emphasised the pricing structure of payment cards. However, this 
summary also indicates that actual data on costs and prices related to 
ATMs or payment cards are not available for many countries. Hence it 
has not been possible to construct a reliable set of information on costs 
and prices covering all 20 countries in our data set for the whole 
observation period. 
 
 
2.6 Contribution to the existing literature 

The purpose of this paper is to study how ATM network market 
structure affects the number of ATMs – and through this effect cash 
usage and seigniorage. This literature review indicates that there has 
been little discussion on the influence of ATM network market 
structure on cash withdrawal services and on the demand for cash. As 
far as we know, only McAndrews and Rob (1996) have theoretically 
investigated the effects of various ATM network market structures on 
profits and quantities supplied. They analyse two duopolies in the 
ATM network market. The literature includes some political 
discussion about the effects of ATM network mergers, eg Balto 
(1995), Baker (1995) and Carlton and Frankel (1995). However, this 
discussion has not been based on any theoretical framework or 
empirical estimation results. In this study, we analyse the effects of 
ATM network market structure monopolisation both theoretically and 
empirically. We construct the ATM equation and use a unique data set 
in estimating this ATM equation. The ATM equation is the primary 
novelty of this study: We have not found any specifications in the 
earlier literature explaining the number of ATMs with the ATM 
network market structure. 
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 Even though ATM network market structure has not been 
thoroughly studied, ATMs were discussed in other contexts in the 
earlier literature. For instance, technology adoption has been studied 
using ATM data, and the influence of ATMs on cash in circulation has 
been discussed in many papers. Some examples of papers analysing 
the effects of ATMs on currency in circulation are Boeschoten (1992, 
1998), Snellman et al (2000), Drehmann and Goodhart (2000), 
Drehmann et al (2002) and Stix (2003). The results of these studies 
are somewhat mixed: an increase in the number of ATMs may either 
reduce or increase cash in circulation. One contribution of our study is 
to analyse how ATMs affect the demand for cash. First of all, we 
construct a theoretical model and assume that a consumer minimises 
the costs of using a payment instrument and a bank maximises profits. 
We include ATMs in both the consumer’s and bank’s decision 
functions and discover how ATMs affect the demand for cash. 
Furthermore, we analyse how changes in ATM network market 
structure affect the number of ATMs and cash demand. Based on this 
theoretical discussion, we estimate the effects of ATMs on cash in 
circulation using our data set for 20 countries. 
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3 Two alternative models 
In this section, we theoretically discuss the optimal number of ATMs 
and the effects of ATMs on cash demand. The basic idea is that there 
are two payment instruments, cash and an account-based payment 
method. A consumer minimises the costs of making payments and 
decides whether to pay by cash or the alternative payment method. 
Transaction flows are endogenous, and the consumer selects the 
payment instrument on the basis of costs. On the other hand, the bank 
supplies both ATMs and the alternative payment instrument, and the 
number of ATMs is the bank’s decision variable in maximising 
profits. The order of decisions is the following: 1) the bank decides 
the number of ATMs. 2) the consumer chooses the bank and payment 
instrument. 3) the consumer optimises the value of cash holdings. 
 There are various ways to model the selection of payment 
instrument and the effects of ATMs on cash demand. One approach is 
to use the spatial model. We assume that some consumers live close to 
an ATM and others far away, and that people select cash or the other 
payment instrument based on their location. If the distance to the 
nearest ATM is very long, cash usage incurs high inconvenience costs 
and the consumer selects another payment instrument. Another 
approach to rationalising the selection of payment instrument is 
presented by Whitesell (1989). In this model – called the transaction-
size model here – small payments are paid in cash and large ones by 
the account-based payment instrument. The third way of modelling 
the payment instrument choice is to assume that the commodity itself 
influences the choice of payment means. For instance, car hire must 
typically be paid by card. However, there is no dominant theory about 
cash demand or ATM usage. Next, we discuss the spatial model and 
the transaction-size model and show that these generate outcomes that 
differ to an extent. 
 
 
3.1 Spatial model 

According to Baumol (1952), the optimal value of a cash withdrawal 
depends on the value of transactions to be paid, on the costs of 
withdrawing money and on interest opportunity costs. In this model, 
the average cash balance held by the public increases as the cost of 
making a withdrawal increases. The intuition is that if it is expensive 
to make a withdrawal, people withdraw larger amounts of money for 
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transactions to be made over a longer period than if it is less expensive 
to withdraw money. The original Baumol model includes only one 
payment instrument, cash. 
 First, we concentrate on the monopoly case and assume that there 
is only one bank and one ATM network in the economy. Furthermore, 
we assume that there are two payment instruments, cash and an 
electronic payment instrument. For simplicity, we call this alternative 
payment instrument a card. The cost structures of these two payment 
instruments differ, which is of relevance in our model. If the consumer 
pays in cash, he must withdraw cash at an ATM before paying for 
transactions. In other words, cash payments incur inconvenience costs 
to the consumer because of the need to visit an ATM. Card payments 
do not incur such spatial costs. Spatial costs related to payment 
instruments seem to have been neglected in the earlier literature. As an 
example, Baumol (1952) includes a broker’s fee in the cost function 
for cash usage but no spatial costs are included in this famous model. 
 We denote the number of ATMs as A. Inconvenience cost b 
depends inversely on A, indicating the effort, or disutility, of 
withdrawing cash.9 b is expressed as a function of the number of 
ATMs: b = b(A), b′(A) < 0. Now, according to the Baumol model, 
reducing ATMs leads to increased costs, which lead to increased value 
of cash withdrawals. The impact of a possible alternative payment 
instrument is not so straightforward. If the cost of using a card is less 
than the cost of using cash, the consumer chooses card payments as 
cash becomes very expensive. We assume that if the consumer 
decides to pay by card, he must pay a percentage fee, v, per 
transaction. 
 
 
3.1.1 The consumer’s decisions 

Assume that there are N consumers who are evenly distributed along a 
line of length 1 and who are homogeneous except that the distance to 
the nearest ATM varies across consumers. In other words, consumers 

                                          
9 We assume that there are no financial costs in withdrawing cash at an ATM. In reality, 
pricing of ATM services differs between networks. Customers may be able to use some 
ATMs without any fees, whereas some networks charge a fee for cash withdrawals. 
Typically, customers of own banking group are allowed to withdraw cash for free, 
whereas customers of other banking groups using compatible ATMs need to pay for this 
service. However, fees vary across countries and banks, and depend eg on the time of day 
(business hours or not) and on the number of withdrawals made during some period. 
Some banks do not charge even other bank's customers for using their own ATMs. 
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are identical in terms of preferences and in terms of transactions. 
ATMs are assumed to be the only cash distribution channel in the 
economy. Furthermore, ATMs are assumed to be evenly distributed 
along the line of length 1 such that the maximum distance to the 
nearest ATM is a constant, 1/(2A). For simplicity, we assume that the 
representative consumer makes one transaction of value EUR 1 every 
day and uses his whole budget for transactions. Inconvenience cost, ie 
the distance to the nearest ATM, determines whether the 
representative consumer pays in cash or by card. The total values of 
cash and card transactions depend on total consumption and on the 
relative prices of payment technologies. 
 In the Baumol model, the total costs for the consumer of using 
cash are Tot = bT/C + iC/2, where b is the cost of a cash withdrawal, 
T is the value of payment transactions made in a steady stream, C is 
the size of a cash withdrawal (withdrawals are made evenly 
throughout the year), and i is the interest opportunity cost. The 
rational consumer minimises the costs of cash usage. The first order 
condition yields the optimal cash withdrawal 
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The minimum of total costs is obtained by substituting (3.1) into the 
expression for total costs 
 

bTi2
2

i
bT2i

i
bT2

bT
2

iC
C
bTTot =+=+=

∗

∗
∗  (3.2) 

 
The Baumol model includes only one payment instrument, cash. We 
introduce another payment instrument. As discussed above, the  
%-based cost of using a card is v, which is the same for all consumers. 
Consumers are assumed to select a payment instrument based on their 
location. For the indifferent consumer, the cost of cash payments 
equals the cost of card payments 
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so that 
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Figure 1. Choice of the payment instrument 
 

 
 
 
Figure 1 illustrates the choice of payment instrument. The figure is an 
extract from the line of length 1, on which ATMs are evenly 
distributed such that the maximum distance to an ATM is constant. If 
the ATM is located at the origin, bmax indicates the maximum distance 
between consumer and ATM. The consumer for whom b equals the 
cost of card payments is indifferent between cash and card usage. 
Consumers to the left of b° pay for transactions in cash, whereas 
consumers to the right of b° pay by card. 
 As stated above, the maximum value of b is 1/(2A). In other 
words, 0 < b° < 1/(2A). The ratio of cash payments to total 
transactions is 
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This ratio also indicates the share of cash users in the economy, as 
consumers are assumed to be evenly distributed along the line. (3.5) 
shows that this ratio depends on the number of ATMs, on the %-based 
fee for using a card, on the value of transactions per capita and on the 
deposit interest rate. Intuitively, the ratio depends on the number of 
ATMs because, as the density of ATMs increases, more people are 
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located close to ATMs and start to pay in cash instead of by payment 
card. Similarly, if the card payment fee or the value of transactions per 
capita increases, paying by card becomes more expensive and more 
consumers start to pay in cash instead of by payment card. 
Furthermore, the ratio of cash users depends on the deposit interest 
rate, which is the opportunity cost of holding cash. 
 Based on (3.5), the ratio of card payments to total transactions is 
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where 0 < Av2T/i < 1. 
 As the value of total transactions of one consumer is T, and there 
are N consumers, the total value of card payments is 
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The total stock of average cash holdings in the economy is calculated 
by multiplying the average cash holdings of consumers that use cash 
by the share of cash users in all consumers and the total number of 
consumers, ie by integrating (3.1) divided by two over the cash users, 
ie from the origin to b° in Figure 1, multiplying this by the density 
function of b, 2A, and multiplying this by the share of cash users and 
the total number of consumers, N 
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(3.8) indicates that an increase in the number of ATMs will increase 
the value of cash holdings of consumers. 
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3.1.2 The bank’s decisions 

In addition to the consumer’s choice of payment instrument, we need 
to analyse the profit maximisation problem of the bank. The bank 
receives revenue from deposits on bank accounts because investing 
these deposits further in the market yields interest income for the 
bank. Furthermore, the bank receives revenue from services related to 
bank accounts, eg fees from card payments. The bank’s costs arise eg 
from maintaining and developing ATM networks, transporting cash 
from place to place, and producing payment cards. The bank 
maximises profits, and banks may compete with each other in terms of 
price and service level. Examples of competition pricing parameters 
are the deposit interest rate and the fees charged for card payments. 
However, in the real world, interest rates seem to have converged to 
roughly same level. This indicates that banks have competed the 
pricing parameters to the same level in the industry. Thus banks 
compete only via service level parameters. In our model, such a 
relevant service level parameter is the density of the ATM network, ie 
the number of ATMs, and pricing parameters are assumed to be fixed. 
In other words, the only relevant decision variable for the bank is the 
number of its own ATMs. From this profit maximisation point of 
view, the bank’s aim may well be to reduce the use of cash, promote 
the use of payment cards, and reduce the number of cash withdrawal 
ATMs. 
 Consumers’ wealth is assumed to consist of average cash holdings 
and deposits: TOTTOT D2/CNw += , so that 2/CNwD TOTTOT −= . 
The bank’s interest rate margin is expressed as )1r( − , where r is the 
interest rate on the bank’s investment of deposits further in the market, 
and i is the deposit interest rate paid to the bank’s customers. The 
income for the bank from card payments is vTcard. Moreover, as stated 
above, the maintenance of ATMs generates costs to the bank. The 
costs from serving card payments are excluded because they are 
mostly fixed costs. At first, the bank must invest in the bank account 
system, open connections between bank and merchants, etc. After 
these tasks, the cost of an additional consumer is close to zero. One 
possibility would be to add a cost per consumer, or a cost per account, 
to the model, but such costs are presumably very small in the real 
world, compared to fixed costs. Therefore costs from cards have been 
excluded from the profit equation. Profits of the bank are modelled 
using a standard profit function consisting of the income from deposits 
on bank accounts (interest rate margin times average deposit total), the 
income from card payments, and the cost of maintaining ATMs 
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Saving (1977) discusses the bank’s profit maximisation problem, and 
this part of our model is quite similar to Saving’s model. Saving 
(1977) assumes that the bank receives income from deposits and that 
the provision of banking services also generates some costs to the 
bank. In addition to these factors, we include income from payment 
cards in (3.9). 
 Equation (3.9) shows that it is optimal to reduce the number of 
ATMs to zero10. We assumed that consumers require both cash and 
card payment alternatives. In order to make cash transactions, 
consumers need ATMs because they are assumed to be the only cash 
distribution channel in the economy. If the bank decides to reduce the 
number of ATMs to zero, consumers do not keep any funds in their 
bank accounts. Thus no bank reduces ATMs to zero alone if there are 
other banks and other ATM networks in the market. This indicates 
that if there is monopolisation in the industry, the number of ATM 
decreases. 
 One approach for including competition in (3.9) is to assume that 
the bank’s market share depends on the number of its ATMs. Denote 
the number of bank k’s ATMs as Ak and the number of other banks’ 
ATMs as BA

kj
j =∑

≠
. The market share is assumed to equal the 

number of the bank’s ATMs (Ak) divided by the total number of 
ATMs in the industry )BA( k + . As in the monopoly case above, 
ATMs are assumed to be evenly distributed along the line of length 1 
such that the maximum distance to the nearest ATM is constant, 

))BA(2/(1 k + . The consumer is assumed to first notice the closest 
ATM and the distance to it, then to select the bank, and finally to 
decide on the payment instrument. Therefore both deposits and card 
payments of one bank will depend on its market share. In the 
competitive case, the profits of bank k are expressed as 
 

                                          
10 The number of ATMs, A, appears only in the numerator and is always subtracted. So, if 
the number of ATMs increases, the profits of the bank decrease. Furthermore, both the 
first and second derivatives with respect to the number of ATMs are negative. Thus 
profits are maximised when the number of ATMs is zero. 
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Differentiating (3.10) with respect to Ak yields the optimal number of 
ATMs of bank k.11 The resulting function is, however, highly 
complicated and difficult to interpret. Contrary to (3.9), (3.10) does 
not indicate a corner solution. Appendix 1 discusses the first and the 
second derivatives of (3.10) as indicating that the profits of bank k are 
maximised. Figure 2 shows an example of the graph of (3.10)12. 
 
Figure 2. Maximum profits and the optimal number 
   of ATMs in the competitive case 
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Our primary interest is to examine how the change in the number of 
other banks’ ATMs, B, affects the optimal number of one bank’s 
ATMs, Ak. The implicit function rule says that even if the specific 
form of the implicit function is not known, its derivatives can be 
found by taking the negative of the ratio of a pair of partial derivatives 
of the function which defines the implicit function (eg Chiang 1984, 
p. 208). In this case, we assume that the implicit function is the first 
                                          
11 The optimal number of ATMs can be seen as a Nash equilibrium (eg Varian 2002, 
p. 499–500). In other words, each banking group decides the number of its own ATMs 
given the choice of other banking groups. None of the banking groups knows what other 
banking groups are going to do when they have to decide the number of their own ATMs. 
However, when the choices of other banking groups have been revealed, none of the 
banking groups is willing to change its choice. 
12 B = 100; r = 0.03; i = 0.01; w = 10000; v = 0.001; T = 10; z = 1000, N = 1000. 
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derivative of the profit maximisation function (3.10) with respect to 
Ak and that it is equal to zero. The implicit function rule can be 
applied as 
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This equation indicates how the optimal number of one bank’s ATMs, 
Ak, changes as the number of other banks’ ATMs, B, changes. In 
order to include the number of ATM networks in this model we 
assume that there are m banks, or banking groups, in the industry and 
that each bank has its own ATM network. In the symmetric case, all 
banks are similar to each other and the number of ATMs is the same 
for each. In this case, the number of other banks’ ATMs can be 
expressed as A)1m(B −= . If a new bank enters the market, the 
number of its ATMs affects the number of ATMs of all other banks. 
Each bank will either decrease or increase the number of its own 
ATMs and, moreover, the number of the ATMs of the entering bank 
increases the total number of ATMs in the industry. The change in the 
number of one bank’s ATMs, ∆A, can be expressed as 
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Equation (3.12) indicates that the change in the number of ATMs of 
one bank is negative as a new bank enters the industry (A, m, T, v, w, 
i and r are positive, m > 1, and r exceeds i). However, based on our 
research question, we are interested in how the number of ATMs in 
the whole industry changes if a new bank enters the industry. This 
effect can be analysed by multiplying the change in the number of one 
bank’s ATMs by the number of ATM networks and adding the 
entering bank’s ATMs in the equation 
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Because the number of ATMs, A, exceeds the number of ATM 
networks, m, and r > i, both the numerator and the denominator are 
negative, and so the RHS of equation (3.13) is positive. In other 
words, if a new bank enters the market, the total number of ATMs in 
the industry increases. Similarly, monopolisation decreases the total 
number of ATMs in the industry. 
 One way to analyse the effects of other parameters in the model 
would be to differentiate the optimal number of ATMs with respect to 
the number of consumers, the value of transactions per capita and the 
payment card fee. However, these differentiations yield highly 
complicated results that do not enable us to analyse whether the effect 
on the optimal number of ATMs is positive or negative. However, 
based on our research question, the most important result of the above 
analysis is that a decrease in the number of ATM networks reduces the 
number of ATMs. The other finding is that card payments replace 
cash payments. If customers increase the use of cards, ceteris paribus, 
the use of cash decreases. In this case, a rational bank reduces the 
number of its ATMs because it receives more income from card 
payments and ATM maintenance costs reduce the bank’s profits. Thus 
the relationship between card payments and ATMs is assumed to be 
negative. 
 Furthermore, the effect of ATMs on the cash usage is found to be 
positive based on equation (3.8). Intuitively, we could also assume 
that cash in circulation affects the number of ATMs. The dependence 
between ATMs and cash might be presumed positive because the 
more that people use cash, the more they would probably need ATM 
services. However, the effect of cash on the number of ATMs is not so 
straightforward. For instance, in Finland, cash in circulation has been 
steadily increasing, except for just before the euro changeover, even 
though the number of ATMs has been declining since the 1990s. This 
indicates that the dependence between cash and ATMs is not 
necessarily positive. Part of cash in circulation may be in passive use, 
ie not used for transactions. Thus, we assume the number of ATMs 
and cash in circulation to relate to each other positively or negatively. 
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 The discussion above indicates that in the competitive case banks 
maintain ATM networks, and the number of ATMs is greater than 
zero. For simplicity, we analyse the case of two banks, or banking 
groups, and the competition between them. As in many other 
competitive cases, this problem seems to be a prisoner’s dilemma 
(Figure 3). 
 
Figure 3. Prisoner’s dilemma: 
   competition between two banks 
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We assume that customers select a bank on the basis of availability of 
services, ie the density of the ATM network. If both banks decide to 
provide no ATMs to customers, the payoff of both banks is 100 in 
Figure 3. However, if one of the banks installs one ATM, it gets all 
the customers in the market. In other words, this bank receives the 
income of both banks (200) and has to pay the cost of establishing an 
ATM network (50). In other words, if one of the banks installs an 
ATM and the other one does not, payoffs of the banks are 150 and 0, 
respectively. However, this is not an equilibrium. The other bank also 
decides to install an ATM, in order to get the original customers back. 
Therefore, in equilibrium both banks provide ATM services with 
payoffs (50, 50), even if the payoffs would be higher with no ATMs 
(100, 100). This simple example clearly indicates that in the 
competitive case the number of ATMs in equilibrium exceeds zero. In 
other words, monopolisation reduces the optimal number of ATMs, 
which was indicated also by (3.13) above. 
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3.2 Transaction-size model 

In this section, we present an alternative model of the consumer’s 
choice of payment instrument. To do this, we introduce the idea of 
Whitesell (1989), in which small transactions are assumed to be paid 
in cash and large transactions via alternative payment methods. Cash 
is considered to be a suitable payment instrument for small-value 
payments because there are some fixed costs associated with the 
alternative payment methods. Furthermore, eg the risk of theft 
discourages large cash holdings. Because the size of the transaction 
determines the payment instrument, we call this alternative model the 
transaction-size model. In this model, consumers are assumed to be 
identical. 
 
 
3.2.1 The consumer’s decisions 

Whitesell (1989) assumes that there are two assets: currency and an 
interest-bearing account that is drawn on by check, debit card or credit 
card. It is assumed that transactions vary in size and that the consumer 
pays for transactions of various sizes with various payment 
instruments. Transactions of each size occur at a uniform rate over a 
unit period. Currency will be used for the smallest transactions, and 
Whitesell (1989) denotes the largest payment made by currency by λ. 
The consumer decides the optimal λ and the number of cash 
withdrawals. 
 Total spending during the period is 
 

∫
∞

=
0

dT)T(FY  (3.14) 

 
where F(T) is the value of spending on transactions of size T during 
the period. We assume that the integral is convergent. The value of 
spending in cash during the period is expressed as 
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Transactions larger than λ are paid with other payment instruments. 
Whitesell (1989) introduces a complex cost structure for alternative 
payment instruments, assuming that costs consist of fixed and variable 
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costs. According to Whitesell, the total cost of transacting a purchase 
of size T is u + vT. 
 The consumer minimises the total cost of cash and card payments 
 

dT)
T
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inbmin
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λ ∞
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+++  (3.16) 

 
where n is the number of cash withdrawals, b the fee of withdrawing 
cash, i the interest rate for deposits, F(T) the value of spending on all 
transactions of size T during the period, and v + u/T the cost of 
transacting a purchase of size T by payment card. In order to introduce 
ATMs into the model, we express cost b as a function of the number 
of ATMs: b = 1/A. 
 The first order conditions of the cost minimisation problem with 
respect to λ and n are 
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Based on these first order conditions, the average value of cash 
holdings is 
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This equation indicates that an increase in the number of ATMs 
reduces the value of consumers’ cash holdings. This is the opposite 
result from that of the spatial model (3.8). This opposition of results 
could stem from the different natures of the two models. In the spatial 
model, if the number of ATMs increases, there are more people 
located close to ATMs. Thus part of the population starts to pay in 
cash instead of using payment cards, and the average cash holdings 
increase based on (3.8). In the transaction-size model, if the number of 
ATMs increases, the consumer increases the number of ATM 
withdrawals because it is more convenient to visit the ATM. Thus the 
average value of cash holdings decreases, as indicated by (3.18). 
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 In order to formulate an explicit function for cash demand and 
profits, and to analyse the bank’s optimisation problem, we should 
make some assumptions about the transactions distribution. One could 
assume that the value of transactions is the same in each category. But 
Whitesell (1989) discusses a special case where the number of 
transactions is the same in each size category. However, such 
assumptions about the transactions distribution restrict the results and, 
furthermore, the analysis becomes more complicated. Therefore, we 
have not introduced any special transactions distribution in this model. 
 Even if we do not analyse a bank’s profit maximisation function 
formally, some implications are evident. In this case, the profit 
function also in the monopoly would depend both positively and 
negatively on the number of ATMs. This indicates that the optimal 
number of ATMs would not be zero even for a monopoly bank. 
However, the optimal number of ATMs must be a finite number, as 
there are maintenance costs depending on the number of ATMs in the 
profit function. 
 
 
3.3 Comparison between spatial and 

transaction-size models 

The spatial model and the transaction-size model discussed in 
Sections 3.1 and 3.2 differ to some extent and produce somewhat 
contradictory results. According to the spatial model, an increase in 
the number of ATMs increases cash holdings (3.8), whereas the 
transaction-size model gives the opposite result (3.18). Moreover, the 
earlier literature includes contradictory empirical results on the 
influence of ATMs on cash demand, as summarised in Section 2.2.3. 
On the one hand, ATMs may reduce cash in circulation because it is 
convenient to withdraw cash so that people keep less money in their 
wallets. On the other hand, because it is convenient to withdraw 
money, people may use cash instead of other payment instruments, 
which may increase cash in circulation. Moreover, ATMs are part of 
the retail payment system, and the development of other retail 
payments affects cash usage and the need for cash withdrawal ATMs. 
 Profits of the monopoly bank in the spatial model (3.9) seem to 
lead to the corner solution, suggesting that it is optimal for the bank to 
reduce the number of ATMs to zero. However, if we introduce market 
share as a function of the number of ATMs in the spatial model, there 
is an interior solution (3.10). (3.13) indicates that monopolisation 
leads to a smaller number of ATMs. In other words, the optimal 
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number of ATMs in monopoly is lower than the optimal number of 
ATMs in the competitive case. This is in line with the industrial 
organisation theory discussed in Section 2.3. However, we have 
assumed that the number of ATMs is the bank’s only decision 
variable. If we included other decision variables, such as the level of 
the deposit interest rate, the number of employers or the number of 
bank branches, the results might change. However, because the most 
interesting and the most essential decision variable here is the number 
of ATMs, other decision variables are not included in the model. 
 Do ATM networks and the number of ATMs then have any role in 
the competition between banks? It seems that they do because banks 
maintain large networks. Even in the monopoly case – even if it seems 
to be optimal to reduce the number of ATMs to zero in some cases – 
banks hold more than zero ATMs. This may be rational because, if 
banks do collude, some banks would have incentives to leave the 
collusion and establish their own networks, if the services provided to 
customers were insufficient. So, if the collusion really maximises the 
profits of its members, the optimal number of ATMs is not zero. 
Furthermore, as the market share of the bank depends on the services 
it provides to customers, the number of bank branches and ATMs may 
influence this market share. In the competitive case, the bank with the 
most ATMs might win the competition and get all the customers. This 
would lead again to the monopoly case where the bank has incentives 
to reduce the number of ATMs to zero. However, this is not an option, 
due to the threat of entry. In other words, there must be some 
equilibrium number of ATMs in the market because otherwise a rival 
will enter the market and take all the customers. 
 A low level of electronification may neutralise the effects of 
monopolisation in the ATM network market. Electronification of 
retail payments can be described as follows. In the first phase people 
receive salaries and other income in cash and pay for everything with 
cash. When the number of bank accounts increases, salaries are paid 
directly into bank accounts. People use cheques or other paper-based 
retail payment instruments and withdraw cash at ATMs. In this phase, 
monopolisation of the ATM industry does not necessarily decrease the 
number of ATMs. This may occur because banks probably have 
incentives to keep people using ATMs instead of reversing back to the 
bank branches to withdraw cash. In the next phase, people start to use 
payment cards instead of cash, and banks have incentives to promote 
electronification of payments eg by reducing the number of ATMs. 
Furthermore, people pay their invoices by electronic credit transfers or 
direct debits, which further reduce the demand for cash. In the end, all 
transactions are handled electronically and cash vanishes. However, 
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cash has some special features, like anonymity, and therefore it is 
unlikely to vanish totally. Typically, countries are in different phases 
of electronification development. For instance, the Nordic countries 
have highly developed retail payment systems and electronification is 
generally at a high level compared eg to other European countries. 
 There are some aspects that could be included in the models 
discussed in Sections 3.1 and 3.2. For instance, in the spatial model, 
the consumer’s payment instrument choice depends on the location of 
the nearest ATM related to the consumer. If we assume that the 
consumer does not move, the initial location completely determines 
the selection of payment instrument. This problem could be eliminated 
by assuming consumers to move along the line in a way that they are 
still evenly distributed13. Then, the representative consumer would, 
with positive probability, be at his initial spatial location and would 
truly have a possibility of selecting either cash or card every day, 
depending on his new location. This may have no effect on the final 
results, but it is one way to revise the assumptions of the model. 
 Furthermore, some strict assumptions are made in connection with 
the transaction-size model. First, the limit λ may be difficult to 
discover in reality. For technical and legal reasons, there is no explicit 
upper limit on cash payments. Also empirical studies such as Virén 
(1993), indicate that no such limit can be found. However, there have 
been some lower-value limits on card transactions. For instance, in 
Finland, the value of a card transaction previously had to exceed ca 
EUR 5. Nowadays, there are neither cash nor card payment limits, and 
the average size of a debit card payment has decreased during last few 
years (Finnish Bankers’ Association 2004). Furthermore, the cost 
structure of alternative payment instruments is very complicated in the 
original model (Whitesell 1989). Including a simpler cost structure, 
for example only %-based cost for card payments, would possibly 
have some influence on the final results. 
 
 

                                          
13 For instance, in the spatial models by Massoud and Bernhardt (2002) and Croft and 
Spencer (2003) the consumer is assumed to move such that with some probability he is at 
his initial spatial location. 
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3.4 Implications for empirical work 

The theoretical discussion based on the spatial and transaction-size 
models provides some implications for empirical work. First, the 
number of ATM networks affects positively the number of ATMs, as 
indicated by (3.13). In other words, the monopolisation of ATM 
network market structure leads to a smaller number of ATMs. Also 
the earlier studies of various industries indicate that monopolisation 
leads to higher price and lower service levels, as discussed in Section 
2.3. However, the corner solution suggested by the spatial model in 
the monopoly case (3.9) is an extreme result, which is not observed in 
reality. The profit function does not necessarily include all relevant, 
consumer relationship -related factors. If banks decided to reduce the 
number of ATMs to one or even zero, legislators or competitors would 
obviously inhibit these plans. 
 In addition to ATM networks, the number of ATMs apparently 
depends on certain scale variables, such as the size of the country. The 
larger the country, the greater the cost of transporting cash from one 
place to another. We could assume that the number of ATMs depends 
negatively on maintenance expenses. However, the costs of 
maintaining ATMs or data on the prices of alternative payment 
instruments are not available for estimations, as discussed in Section 
2.5. We also assume that if the usage of payment cards increases, the 
optimal number of ATMs decreases, as there is less demand for cash 
and cash withdrawal ATMs. Furthermore, cash in circulation may 
affect the number of ATMs. In order to minimise the number of 
independent variables, we concentrate on the most relevant ones based 
on our research question 
 

)card,cash,m(fA
/ −−++

=  (3.19) 

 
Based on our theoretical results, cash in circulation depends, either 
negatively or positively, on the number of ATMs. This ambiguous 
result is not a surprise: cash usage has been discussed in the earlier 
empirical literature and, based on this discussion, the effects of ATMs 
on cash in circulation are contradictory. Some results indicate that the 
use of cash decreases when there are more ATMs, whereas some 
results indicate the opposite. Empirical work with our data set may 
provide more evidence on the question of whether the influence of 
ATMs on cash in circulation is positive or negative. In addition to 
ATMs, cash depends, based on (3.8), positively on the value of 
transactions per capita and negatively on the deposit interest rate. 
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GDP per capita will be used as a proxy for the value of payment 
transactions per capita. Furthermore, cash in circulation tends to 
depend negatively on the value of card payments, which are a 
substitute for cash payments. Based on (3.8) and (3.18), we include 
the following parameters in the cash equation 
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4 Empirical evidence 
In this section, we make both pooled and panel data estimations with 
annual data on 20 countries14. For most countries, the data are 
available for 1988–2003 or 1990–2002. Based on the discussion in 
earlier sections, we make the following hypothesis: 1) The reduction 
of ATM networks, ie the monopolisation of ATM network market 
structure, reduces the number of ATMs. 2) Cash demand depends, 
either negatively or positively, on monopolisation of the ATM 
network market structure. This needs to be tested with the data 
because the impact of ATMs on the value of cash holdings is 
somewhat ambiguous. Overall, it is worth testing whether the results 
indicated by the theoretical discussion are supported by the actual 
data. 
 
 
4.1 Data description 

The data set to be used includes eg numbers of ATMs and ATM 
networks, cash in circulation, value of debit and credit card 
transactions, deposit interest rate, population, and GDP in real and 
nominal prices. Main data sources are the statistics published by the 
ECB15, BIS16, Finnish Bankers’ Association17, central bank of 
Norway, and Eurostat. 
 The number of ATM networks differs across countries. In some 
countries, there is only one network, whereas in some countries there 
are dozens of them. Overall, the number of ATM networks is very low 
in the European countries, with the exception of Greece. For example, 
in the UK the number of ATM networks fell to one at the end of the 
1990s and in Spain there are three networks. In contrast, the number 
of ATM networks is high in Canada and in the USA – tens of ATM 
networks in both. The development of ATM networks has differed to 
some extent between countries. Moreover, the ATM network seems to 
                                          
14 Austria, Belgium, Canada, Denmark, Finland, France, Germany, Greece, Ireland, Italy, 
Japan, Luxembourg, Netherlands, Norway, Portugal, Spain, Sweden, Switzerland, UK, 
USA. 
15 ECB 2004, ECB 2002, ECB 2000, EMI 1996. 
16 BIS 2004, BIS 2002, BIS 2001, BIS 1997, BIS 1996, BIS 1995a, BIS 1995b, BIS 1994, 
BIS 1993. 
17 Finnish Bankers’ Association 2004, Suomen Pankkiyhdistys (SPY) 2001, SPY 1992, 
SPY 1990, SPY 1989. 



 
48 

be somewhat difficult to define. There may be one ATM network 
maintained by one company, which is jointly owned by the banks. On 
the other hand, there may be two brands in common use, ie customers 
of both brands can withdraw cash at all ATMs independent of its 
brand, and this is free for customers. Some countries define such a 
structure as a single ATM network. Furthermore, some countries also 
consider as networks those that are provided as special services solely 
for the bank’s own customers and not for common use, whereas some 
countries do not include such networks in the statistics.18 It would be 
interesting to analyse only the nationwide networks. However, the 
problem with ATM networks is that the number of open and limited 
access ATMs has not been separated for all countries over 1988–1995. 
Therefore, we need to use the total number of ATMs for the whole 
period. Also the numbers of nationwide and regional ATM networks 
have not been reported for all countries and all years. Therefore, we 
decided to use the total number of ATMs and ATM networks in our 
estimations. We briefly describe the development of ATM network 
market structure in each country in Appendix 2. 
 The first cash withdrawal ATMs were installed already in the 
1960s eg in the USA, UK, Canada, Japan and Sweden. Typically, the 
first ATM networks were not compatible and banks provided services 
only to their own customers. Subsequently, the compatibility of ATM 
networks has increased, and there are nationwide ATM networks that 
provide services to all banks’ consumers. The number of ATMs has 
been increasing in most of the countries discussed in this study. 
Finland is the only country where the number of ATMs has 
considerably decreased during the observation period. The number of 
ATMs decreased during 1993–2003 from ca 3000 to ca 2000. In fact, 
Finland is the only country where the number of ATMs was higher in 
1990 than in 2002. In many countries, the number of ATMs has 
                                          
18 In our estimations, we used the data on ATM networks that are available in ECB and 
BIS statistics. However, there are some exceptions. The number of ATM networks is one 
in Germany because it has been changed from four to one backwards in the statistics for 
year 2004. According to the central bank of Germany, this was done because the 
interpretation of ATM network has changed. So there have not been any changes in the 
actual number of ATM networks. Italy seems to be a similar case because they have 
changed the number of ATM networks backwards from one to four (four networks since 
1996 or 1999, depending on the data source). We used four networks for Italy since 1996, 
and before that n.a. For Japan, we used data for the period 1988–1999 because there have 
been changes in the method of data collection, and the data since 2000 are not consistent 
with the data up to 1999. For Finland, the number of ATM networks reported in the 
statistics has been one since 1994. However, there have been two other, small networks 
that were closed down in 2004. Because networks have been interoperable, we have not 
changed this series. 
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increased notably during 1990–2002. For example, the number of 
ATMs in the UK increased during this period from ca 17000 to ca 
41000, in Portugal from ca 800 to ca 11000, and in Belgium from ca 
900 to ca 7000. In Sweden and Norway, the number of ATMs has 
been increasing moderately, and in Norway the number of ATMs in 
2003 was less than in 2002. 
 In order to compare numbers of ATMs in various countries, we 
scaled the numbers by million inhabitants. This figure for 2002 is 
lowest for Sweden (ca 300) and highest for Spain, Canada and the 
USA (over 1200 ATMs per million inhabitants). The number of 
ATMs per million inhabitants in Finland has decreased from ca 600 in 
1993 to ca 400 in 2002. However, the number of ATMs per million 
inhabitants alone cannot be considered to indicate the availability of 
ATM services. The ratio may be high because of many incompatible 
ATMs. Furthermore, ATM services may be well available if all ATMs 
are compatible, even if the number of ATMs per million inhabitants is 
low. 
 The number of ATM withdrawals and the average value of an 
ATM withdrawal indicate the usage of ATMs. The number of ATM 
withdrawals per capita increased in most of the countries during the 
observation period. However, the increase in the number of ATM 
withdrawals has stabilised in some countries, and has started to 
decrease eg in Finland and Canada in the 2000s. In 1990, the number 
of ATM withdrawals per capita was lowest in Italy and Japan (less 
than 2), and highest in Canada, Sweden, USA and Finland (20–23). In 
2002, the ratio was lowest for Japan (ca 3 transactions per capita), 
Italy (11), Luxembourg and Austria (13). During the observation 
period, the average value of an ATM withdrawal was lowest in 
Canada (ca EUR 40–60) and in the USA (ca EUR 50). The average 
value of a cash withdrawal was also low in Finland and France. Of the 
European countries, the average withdrawal in 2002 was highest in 
Italy, Greece, Germany and Switzerland (ca EUR 160). Contrary to 
the number of ATM withdrawals, the average value of an ATM 
withdrawal has been quite stable in most countries. In other words, the 
growth in the number of ATM withdrawals has been about as rapid as 
the growth in the value of withdrawals in most countries. Banks may 
have incentives to decrease the number of ATMs if customers often 
withdraw small amounts of cash and there are no withdrawal-based 
charges. 
 Cash in circulation is also a relevant variable in our study. To be 
able to compare cash in circulation in various countries, we need to 
scale it. Suitable scaling factors would be GDP or population, with 
cash converted into a single currency. Cash in circulation per GDP or 
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private consumption has remained fairly stable in most countries in 
1988–2001. However, cash in circulation decreased in euro countries 
in 2000–2001 because of the euro conversion. Since 2002, cash in 
circulation in individual euro countries has not been available, as only 
the total value of euros issued is published in the statistics. Cash in 
circulation per capita also decreased considerably in euro countries 
before the euro conversion. During the 1990s, the value of cash per 
capita was lowest in Portugal and Finland, increasing from ca EUR 
300 per capita to ca EUR 500 per capita. In many countries, this ratio 
totalled ca EUR 1000 at the beginning of the 2000s. Cash in 
circulation per capita has been highest in Japan (ca EUR 4000 per 
capita in 2003) and Switzerland (ca EUR 3200 per capita in 2003). 
Cash in circulation per GDP has been lowest in Finland (ca 2% in 
1988–2001). This ratio has been highest in Japan (ca 14.5% in 2003), 
Switzerland (ca 8% in 2003), and Spain (ca 10% in 1994–1999). 
 Numbers and values of card payments are also relevant variables 
because card payments are used as substitutes for cash payments. The 
number of debit and credit card payments per capita was high in the 
USA, Canada and Finland in 1988–2003. Card payments are popular 
also in Norway, Denmark and UK. The number of card payments per 
capita is lowest in Greece, Italy, Japan and Austria. The growth of 
card payments was very rapid in most countries during the observation 
period. Also based on the value of card payments per GDP, card usage 
is most popular in the USA, Canada, UK, Portugal, Norway, Sweden 
and Finland. Again, card usage is at the lowest level in Greece, Japan 
and Austria. Relative importance of ATM withdrawals can be seen by 
dividing the number of ATM withdrawals by the number of card 
payments. This ratio was less than one eg in the USA, Canada and 
Finland in 1988–2003. In other words, card payments have been 
important in these countries during the whole observation period. The 
relative importance of ATM withdrawals compared to card payments 
has been decreasing considerably in the Netherlands, Spain, Sweden, 
Italy, Austria and Germany. 
 One way to illustrate the level of electronification is to compare 
the number of ATMs to the number of card payments (Figure 4). 
ATMs are considered to indicate the usage of cash, and cash or 
cheque usage can be replaced by card payments. According to this 
comparison, Finland, Norway and Denmark are at the highest level of 
electronification. In these countries, there are lots of card payments 
and relatively few ATMs per capita. In the USA and Canada, the 
number of card payments is high but, at the same time, there are many 
ATMs compared to other countries. Card usage is at a low level in 
Greece, Italy, Spain, Germany, Austria and Japan. 



 
51 

Figure 4. Number of ATMs and card payments 
   in 20 countries, 2002 
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   Sources: ECB, BIS, Finnish Bankers’ Association and 
   central bank of Norway 
 
 
Figure 5. Number of ATMs and cash in circulation 
   in 20 countries, 2000 
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Figure 5 compares cash in circulation to the number of ATMs. This 
figure uses data for the year 2000 because in 2001 cash in circulation 
decreased considerably in many countries due to the impending euro 
conversion. Cash in circulation per capita is highest in Japan and 
Switzerland. In these countries, there are also quite many ATMs 
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compared to the population. Both cash in circulation per capita and the 
number of ATMs per million inhabitants are low in Finland. 
 In addition to payment systems data, the data on deposit interest 
rates in each country are relevant because deposit rates affect cash in 
circulation based on (3.8). The deposit interest rate declined in many 
countries during the 1990s. In most countries, the rate has been under 
10% during the whole observation period. The deposit interest rate 
was highest in Greece and Portugal (even 20% in Greece at the 
beginning of the 1990s) but has declined there in recent years, to 2%–
3%. 
 
 
4.1.1 Availability of data 

The availability of data differs to some extent across the countries. 
The data on ATMs per population are available for years 1988–2003 
for Belgium, Canada, Germany, Finland, France, Italy, Japan, 
Netherlands, Norway, Sweden, Switzerland and UK. These data are 
available for 1990–2002 for Austria, Spain, Greece, Ireland, 
Luxembourg and Portugal. For the USA, the data are available for 
1988–2002, and for Denmark 1991–2002. The data on ATM networks 
in some countries are missing for some years (eg for Austria and 
Portugal these data are available for 1990–1995 and for France 1988–
1995). 
 Data on payment card transactions are not available for Greece for 
1990–1992, 1994 and 1999; for Ireland 1997; for Japan 1988 and 
2003; for Luxembourg 1990, 1992–1993 and 1995; and for the UK 
1988. Other data on card transactions are available as for the number 
of ATMs. Cash in circulation is available for euro countries up to 
2001 and for other countries for the whole period. Data on deposit 
interest rate are missing for some countries for the last years of the 
observation period (eg for Austria and Portugal after 2000). 
Population, as well as GDP in real and nominal prices, are available 
for the whole observation period for all countries. 
 Because of data shortages and variable transformations, the 
number of observations used in the estimations is about 200. 
Furthermore, there seem to be some changes in series that cannot be 
chained. Figures on the data series are presented in Appendix 3. 
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4.2 Equations to be estimated 

In this section, we present the ATM and cash equations to be 
estimated. These two equations indicate how changes in ATM 
network market structure affect the availability of ATM services and 
cash in circulation. Our aim is to keep the equations as parsimonious 
as possible. Before presenting the ATM and cash equations, we 
discuss the dynamic specifications of the model. 
 
 
4.2.1 Dynamic model specifications 

One approach to analyse the dynamic structure of the model is to use 
the traditional and popular partial adjustment model (eg Davidson and 
MacKinnon 2004, p. 576–577). The idea of the partial adjustment 
model is that there is some desired level for the dependent variable, 
and the dependent variable adjusts towards this desired level. The 
desired level of yt is yt˚, which depends on a vector of exogenous 
variables Xt 
 

ttt eXy +β= oo  (4.1) 
 
The adjustment towards the desired level is given by 
 

t1tt1tt v)yy)(1(yy +−δ−=− −−
o  (4.2) 

 
where the adjustment parameter δ needs to be positive and less than 1. 
Solving these two equations yields 
 

t1tt

ttt1t1tt

uyX
ve)1(X)1(y)1(yy

+δ+β=
+δ−+βδ−+δ−−=

−

−−
o

 (4.3) 

 
where oβδ−≡β )1(  and ttt ve)1(u +δ−≡ . As seen, in (4.3) the one-
period lagged dependent variable is in the right-hand side of the 
equation. The coefficient of each variable in logarithms indicates the 
short-run elasticity. The long-run elasticity can be calculated by 
dividing the coefficient by one minus the adjustment parameter, ie one 
minus the coefficient of the one-period lagged dependent variable (eg 
Greene 2000, p. 722). This partial adjustment model might provide a 
suitable dynamic structure for our equations. The number of ATMs in 
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the previous period does certainly affect the number of ATMs in the 
current period, and the same holds for cash in circulation. 
Furthermore, we are interested in both short and long-run elasticities. 
 Our theoretical discussion in Section 3 did not suggest any specific 
lag structure for the estimations. One approach is to estimate the ATM 
and cash equations without any lags but, based on our estimations, the 
fit of equations is much better if one period lagged dependent 
variables are included as explanatory variables. Furthermore, more 
than one-period lagged values of the dependent variable or lagged 
values of independent variables may be usefully included in 
estimations. For instance, in the ATM equation the reduction of ATM 
networks may affect the number of ATMs in the following period. We 
estimated equations with more lags but the one-period lagged 
dependent variable as an independent variable seemed to work well. 
Moreover, our data is annual, the observation period is quite short, and 
there are many variables to be estimated. In order to keep the model as 
parsimonious as possible, it is better not to include too many lagged 
variables in the equations to be estimated. Thus we introduce one-
period lagged dependent variables as explanatory variables in both the 
ATM equation and the cash equation and hence employ the partial 
adjustment model. 
 When using panel data, one must decide whether to include fixed 
effects in the estimations. There may be country-specific factors that 
influence the payment system developments. However, there is no 
theory indicating which country-specific factors should be included. 
One approach is to use dummy variables that reflect the effects of 
omitted variables specific to individual countries but remain constant 
over time (eg Hsiao 2003, p. 30). However, the use of fixed effects is 
not problem-free because fixed effects invalidate the cross-section 
analysis of countries. On the other hand, because not all relevant 
country-specific factors can be identified, it would be reasonable to 
include fixed effects in level estimations. When estimating the 
equations in first differences, the constant-over-time fixed effects 
disappear. Therefore, estimations in first differences may be 
preferable because not all fixed effects can be modelled. 
 Country-specific, omitted factors that affect the dependent variable 
may also be included in the model as random effects. In other words, 
these factors are not included as independent variables in the model 
but are summarised by a random disturbance (Hsiao, 2003, p. 34). 
Furthermore, it is not self-evident whether we should include fixed or 
random effects in our estimations. Hsiao (2003, p. 41) states that, if 
the observation period is very long, the fixed and random effects lead 
to the same estimate. However, our observation period is quite short. 
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We estimated our equations with both fixed and random effects, and 
the results of both were quite similar. The level estimation results with 
and without fixed effects are presented in Section 4.3. 
 In addition to the lag structure of the model, we need to decide 
whether to estimate the equations in levels or differences. The 
differencing test (eg Krämer and Sonnberger 1986, p. 101–103) 
compares level estimates to first difference estimates and indicates 
whether the model results the same coefficients in both cases. The 
basic idea is that the second differences of explanatory variables are 
added in the level estimation. We performed the differencing test and 
used the Wald coefficient test to study whether the coefficients of 
second differences differ from zero. Based on the test results, the null 
hypothesis that the coefficients of second differences are zero cannot 
be rejected. This test result legitimates reporting both the level and 
difference estimation results for both the ATM and cash equations. 
However, Krämer and Sonnberger (1986) point out that a constant 
term and lagged dependent variable may lead to problems with the 
differencing test. 
 We also performed the unit root tests on all variables. Based on the 
pooled unit root tests, all variables used in the ATM and cash 
equations are stationary in first differences but not necessarily in 
levels (Appendix 4). We estimate the ATM and cash equations in both 
levels and first differences in Section 4.3 to see whether the 
coefficients are similar in size and sign. 
 
 
4.2.2 ATM equation 

The number of ATMs depends on banks’ decisions about size of the 
ATM network. Banks need to decide how extensive an ATM network 
they are willing to maintain. This decision is, at least to some extent, a 
response to customers’ demand for ATMs. The number of ATMs is 
presumed to depend on competition between banks or ATM networks, 
on consumer’s demand for various payment instruments, and on 
demographic variables. 
 Our theoretical discussion provided some implications for 
empirical work on the ATM equation, as summarised in Section 3.4. 
Industrial organisation theory indicates that monopolisation of an 
industry leads to lower quantity and higher price of product. In this 
case, the product is the availability of ATM services, ie the number of 
ATMs. Also, our spatial model indicates that the optimal number of 
ATMs is less in the monopoly case than in the competitive case. 
Based on this, we assume that a decrease in the number of ATM 
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networks – ie a decrease in the level of competition19 – leads to a 
decrease in the number of ATMs. If the number of ATMs decreases, 
there is at least an inconvenience cost to consumers. On average, the 
distance between consumer and ATM increases. Monopolisation may 
also entail financial costs to consumers because it may be easier to 
start pricing for services if there is no competition in the ATM 
network market. 
 The values of debit and credit card transactions are included in the 
ATM equation because payment cards are a substitute for cash. The 
more people use payment cards, the less the demand for cash and 
ATMs. Also cash in circulation may have effect on the usage of 
ATMs and the number of ATMs. If cash in circulation increases, 
people may make more cash withdrawals at ATMs20. The most 
relevant demographic indicator would be population density. In some 
countries, most of the population is concentrated in certain cities, 
whereas some regions are very sparsely populated. One population 
density indicator is the figure indicating the portion of population 
living in cities. However, the share of people living in cities was very 
stable during the observation period. The share of population living in 
cities is an example of a country-specific variable in the level 
estimations that is almost independent of time. Therefore, this factor 
may be included in fixed effects in the estimations, rather than as a 
separate parameter to be estimated. 
 Because the ATM equation is the major novelty of this study, we 
estimate two versions of this equation. Based on the discussion above, 
the number of ATMs should depend on the number of ATM networks 
and on the one-period lagged number of ATMs. In addition to these 
variables, the number of ATMs may depend on cash in circulation and 
payment card transactions. Because we use data on 20 countries, we 
use relative figures. If we introduce population as a scaling factor, 
cash in circulation and the value of card payments need to be 
converted into the same currency, in this case into euros. Currency in 
circulation declined considerably in euro countries before the euro 
conversion. Therefore, we introduce a euro dummy in the equations 
that include the variable cash in circulation. This dummy is zero for 
                                          
19 Some concentration indicator, like Herfindahl index or CR5 of the banking sector, 
could also be used as a competition indicator. However, no concentration indicator has 
been used because of the lack of data. Furthermore, the number of bank branches could 
be an interesting variable because it depicts the ease of withdrawing money at a teller. 
However, a lack of data also hinders the inclusion of bank branches in the estimations. 
20 However, some cash is in passive use, eg hoarded (= cash holdings used as a store of 
value) in the home country or in the currency area, or hoarded abroad or outside the 
currency area. Furthermore, some cash may be used in illegal transactions. 
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1988–2000 and one from 2001 for euro countries, and zero for the 
whole period 1988–2003 for countries that did not adopt the euro. 
Two versions of the ATM equation are estimated in log-linear form 
 

jt1jtjtjjt alnmlnaln ε+γ+β+α= −  (4.4a) 
 

jtjt1jtjtjtjtjjt dalnzlnxlnmlnaln ε+μ+γ+ρ+θ+β+α= −  (4.4b) 
 
Based on the discussion in Section 4.2.1, we estimate these two 
versions of the ATM equation also in first differences 
 

jt1jtjtjt alnmlnaln χ+Δγ+Δβ=Δ −  (4.5a) 
 

jtjt

1jtjtjtjtjt

d

alnzlnxlnmlnaln

χ+Δμ+

Δγ+Δρ+Δθ+Δβ=Δ −  (4.5b) 

 
where 
∆ = first difference (∆ajt = ajt – ajt–1) 
ajt = number of ATMs per million inhabitants in country j in period t 
αj = constant for country j 
mjt = number of ATM networks in country j in period t 
xjt = cash in circulation per capita in country j in period t (real euro 
prices) 
zjt = value of debit and credit card payments per capita in country j in 
period t (real euro prices) 
djt = euro conversion dummy in country j in period t 
εjt = error term in level estimations 
χjt = error term in difference estimations 
 
As discussed in Section 3.4, the hypotheses for the signs of these 
equations are the following: 1) The number of ATMs depends 
positively on the number of ATM networks. In other words, 
monopolisation of the ATM network market structure leads to a 
decreased service level. 2) The number of ATMs depends either 
positively or negatively on cash in circulation. 3) The number of 
ATMs depends negatively on the value of payment card transactions. 
Also a trend – either country-specific or common – could be included 
in the ATM equation. We compare estimations with and without trend 
in Section 4.3.2. 
 Most variables in the two versions of the ATM equation are 
presumed to be exogenous. The number of ATM networks is an 
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exogenous variable because it affects the number of ATMs, but the 
number of ATMs does not affect the number of ATM networks. A 
bank first decides to establish the ATM network and, thereafter, 
decides the number of ATMs. Cash in circulation is an endogenous 
variable because it may affect the number of ATMs and vice versa, as 
discussed in Section 3.1.2. Furthermore, the value of card payments is 
presumed to be an exogenous variable because card payments are 
substitutes for cash and thus increased usage of payment cards reduces 
the number of ATMs. Based on the discussion of the bank’s profit 
maximisation, the bank evidently promotes the use of payment cards 
and reduces the number of ATMs because of the maintenance costs. 
 
 
4.2.3 Cash equation 

The effects of ATMs on money demand have been studied in many 
papers, as summarised in Section 2.2.3. The results of these papers 
have been ambiguous. Our theoretical discussion in Section 3 also 
indicated contradictory results with spatial and transaction-size 
models. Cash in circulation seems to depend either positively or 
negatively on the number of ATMs, based on equations (3.8) and 
(3.18). Furthermore, at least the deposit interest rate, the number of 
transactions to be made, and the fees for using alternative payment 
instruments seem to affect cash in circulation. Already according to 
Baumol (1952), cash holdings depend positively on the value of 
transactions. GDP is used in our estimations as a proxy for economic 
activity. Moreover, Baumol (1952) states that cash holdings depend 
on the interest rate, which indicates the opportunity interest cost of 
holding currency. Electronic payments are substitutes for cash as the 
more people pay by electronic payments, the less they use cash in 
transactions. Debit and credit cards are used to proxy electronic 
payment instruments. The demand for cash is expressed in log-linear 
form as 
 

jtjt

1jtjtjtjtjtjjt

d

xlnzlniylnalnxln

ν+η+

ψ+ξ+λ+σ+ω+ζ= −  (4.6) 

 
The equivalent form in first differences is 
 

jtjt1jt

jtjtjtjtjt

dxln

zlniylnalnxln

ς+Δη+Δψ+

Δξ+Δλ+Δσ+Δω=Δ

−
 (4.7) 
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where 
∆ = first difference (∆xjt = xjt – xjt–1) 
xjt = cash in circulation per capita in country j in period t (real euro 
prices) 
ζj = constant for country j 
ajt = number of ATMs per million inhabitants in country j in period t 
yjt = real GDP per capita in country j in period t (in euro)  
ijt = deposit interest rate in country j in period t 
zjt = value of debit and credit card payments per capita in country j in 
period t (real euro prices) 
djt = euro conversion dummy in country j in period t 
νjt = error term in level estimation 
ςjt = error term in difference estimation 
 
This equation does not include log transformation of the deposit 
interest rate, the coefficient of which indicates semi-elasticity of cash 
in circulation with respect to the deposit interest rate. As discussed in 
Section 3.4, the hypotheses for the signs of (4.6) and (4.7) are the 
following: 1) Cash in circulation depends either positively or 
negatively on the number of ATMs. This influence needs to be tested 
empirically. 2) Cash in circulation depends positively on GDP. 3) 
Cash in circulation depends negatively on the interest rate, because if 
the interest rate level is high the opportunity costs of cash holdings are 
high and people keep less cash in wallets. 4) Cash in circulation 
depends negatively on the value of payment card transactions. As in 
the case of the ATM equation, either a country-specific or a common 
trend could be included in the cash equation. 
 As in the ATM equation, most variables in the cash equation are 
presumed to be exogenous. The number of ATMs is assumed to be an 
endogenous variable, ie the number of ATMs affects cash in 
circulation and vice versa. The value of GDP per capita is assumed to 
be exogenous. It obviously influences cash in circulation, but cash in 
circulation does not affect real GDP. Furthermore, the deposit interest 
rate is exogenous, as it affects cash in circulation and gives the 
opportunity cost of holding cash. Cash in circulation per capita is 
assumed not to affect the interest rate level. The value of card 
payments is an exogenous variable, as it affects cash in circulation, 
being a substitute for cash payments. Cash in circulation does not 
necessarily affect the value of card payments because part of the cash 
is used for purposes other than paying for transactions. 
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4.3 Estimation results 

Before presenting the estimation results, we discuss the estimation 
methodology. 
 
 
4.3.1 Choice of estimation method 

Estimating ATM and cash equations by several different estimation 
methods enables analysis of the effects of estimation method on 
results. In order to do the comparisons, we estimate equations using 
pooled least squares, TSLS and dynamic panel data estimation 
methods. In addition, we estimate equations in levels with and without 
fixed effects and in first differences. 
 Having the lagged dependent variable as an independent variable 
in the ATM and cash equations causes difficulties in the use of the 
pooled least squares estimator in levels without fixed effects. In order 
to obtain unbiased estimates, the lagged dependent variable should be 
independent of unobservable country-specific variables included in 
the error term. However, because the dependent variable correlates 
with these unobservable variables, it immediately follows that the 
lagged dependent variable also correlates with these unobservable 
variables. This leads to biased estimates with the pooled least squares 
estimator. The Within estimator (pooled least squares estimator with 
fixed effects) eliminates the correlation between lagged dependent 
variable and unobservable country-specific variables. However, the 
lagged dependent variable is still correlated with the remaining 
disturbances in the error term. 
 Another way to abolish the country-specific, constant-over-time 
effects is the first difference transformation. However, results from 
using the first difference estimator are also biased because the lagged 
dependent variable correlates with the error term. To illustrate this 
with the ATM equation (4.5a), ∆lnajt–1 correlates with χjt ie  
χjt = εjt – εjt–1. Based on the level estimation, lnajt–1 correlates with the 
error term εjt–1 and, therefore, also ∆lnajt–1 and χjt correlate with each 
other. Furthermore, cash and ATMs may depend on each other. Due to 
this endogeneity, the usual pooled least squares estimates are 
inconsistent. 
 In order to obtain consistent parameter estimates, instrumental 
variable methods, such as two-stage least squares (TSLS), should be 
used (eg Baltagi 2001, p. 111). Both in the ATM equation and in the 
cash equation the lagged dependent variable is included as an 
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independent variable. In this case, the appropriate instrument would 
be the dependent variable lagged by two. Furthermore, the 
endogenous variable needs to be instrumented by its one-period 
lagged value. According to Baltagi (2001, p. 130), this estimation 
method leads to consistent but not necessarily efficient estimates. 
 Therefore, we estimate our equations also by the GMM dynamic 
panel data estimation method proposed by Arellano and Bond (1991). 
This currently widely used estimation method takes into account time, 
cross-section and stochastic dimensions of the residuals. Our 
estimations include Arellano-Bond 1-step estimation for both ATM 
equation and cash equation. However, there may be some problems in 
finding a proper instrument set. For instance, the most essential 
variable in our ATM equation estimation is presumed to be the 
number of ATM networks. Therefore, we should find exogenous 
instruments indicating the competition between banks. Such 
instruments would include eg information on heterogeneity across 
customers. However, such data are not available for our estimations. 
 
 
4.3.2 Results of ATM equation estimations 

We estimated the two versions of the ATM equation discussed in 
Section 4.2.2. The first version is the most parsimonious one, ie 
equations (4.4a) and (4.5a). In this equation, the number of ATM 
networks and one-period lagged ATMs per million inhabitants are 
independent variables. The second version of the ATM equation, ie 
(4.4b) and (4.5b), includes also the values of cash in circulation and 
card payments scaled by population. Values of cash in circulation and 
card payments are expressed in euros and in real prices. In order to 
convert the variables in nominal prices into real prices, we divided the 
values in nominal prices by the price index, which is the ratio of GDP 
in nominal prices to GDP in real prices. 
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Table 1. Estimation results for ATM equation 
 

1 2 3 4 5 6 7 8 9
constant 0.737 0.762 0.65 -0.79 0.031  

(0.11) (0.121) (0.143) (0.438) (0.02)
ln(m jt ) 0.02 0.058 0.156 0.159 0.022 0.118 0.167 0.169 0.147

(0.006) (0.023) (0.13) (0.119) (0.007) (0.044) (0.144) (0.038) (0.147)
ln(a jt -1) 0.888 0.876 0.532 0.115 0.883 0.801 0.798 0.638 0.706

(0.018) (0.021) (0.103) (0.113) (0.038) (0.062) (0.147) (0.153) (0.21)
ln(x jt ) 0.024 0.237 0.046 -0.237 0.414

(0.015) (0.075) (0.372) (0.478) (0.246)
ln(z jt ) -0.008 0.043 0.043 -0.005 0.059

(0.011) (0.025) (0.043) (0.066) (0.072)
d jt 0.028 0.084 0.022 -0.095 0.181

(0.023) (0.034) (0.133) (0.178) (0.091)

R2 0.96 0.97 0.05 0.33 0.96 0.97 0.06 0.15
DW 1.6 2.02 2.76 2.33 1.32 1.64 2.86 2.66
S.E. of 
regression 0.11 0.1 0.12 0.1 0.1 0.09 0.11 0.1 0.11
J-statistic (nJ) 29.1

Level/ First 
difference Level

Level 
(FE) Dif

Dif; with 
country-
specific 
trend Level

Level 
(FE) Dif

Dif; 
constant = 
common 

trend Dif

Estimator

Pooled 
least 

squares Within

First 
difference 

(FD)

First 
difference 

(FD) TSLS
Within-
TSLS

FD-
TSLS

FD-TSLS 
(system 

with cash 
equation) Dyn. GMM

N of obs 241 241 221 221 194 194 172 172 173  
 
Bold and italic bold coefficients denote significance at 5% and 1% level, respectively. 
Standard errors in parentheses. 
 
 
ATM equations were estimated in both levels (with and without fixed 
effects) and first differences. Results 1–4 in Table 1 are from the most 
parsimonious ATM equation. Column 1 shows the results estimated 
with the pooled least squares estimator, column 2 with the Within 
estimator (fixed-effects least squares; FE), column 3 with the first 
difference least squares estimator (FD; Dif), and column 4 with the 
first difference least squares estimator with country-specific trend 
(Dif; with country-specific trend). Fixed effects are not included in 
first difference estimations because these effects are constant over 
time and disappear when the equation is differenced. 
 The other versions of the ATM equation (4.4b and 4.5b) were also 
estimated with the pooled least squares method. These results are not 
reported in Table 1 because the coefficients of the ATM network and 
lagged number of ATMs were very similar to those of the most 
parsimonious ATM equation. Furthermore, (4.4b) and (4.5b) may 
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include the endogenous problem. Cash in circulation may affect the 
number of ATMs and the number of ATMs may affect cash in 
circulation. Therefore, we estimated (4.4b) and (4.5b) also with the 
pooled TSLS method, as reported in Table 1, columns 5–7. Column 5 
gives the estimation results with the TSLS estimator, column 6 with 
the Within-TSLS estimator (with fixed effects), and column 7 with the 
first difference TSLS estimator (FD-TSLS; Dif). In the estimations, 
we used right-hand side variables, two-period lagged dependent 
variable and one-period lagged cash as instruments. Furthermore, we 
included the deposit interest rate in the instruments because it may 
affect both cash in circulation and card usage. The one-period lagged 
value of card payments was also included in the instruments. The 
number of ATM transactions could also be used as an instrument, but 
these data are not available for all countries (eg for Denmark the data 
on ATM transactions are available only for one year). To sum up, the 
instruments for the TSLS estimations reported in columns 5–6 are: 
constant, ln(mjt), ln(xjt–1), ln(zjt), ln(zjt–1), ln(ajt–2), djt and ijt. The 
instruments for the system TSLS estimation in first differences in 
column 7 are: ∆ln(mjt), ∆ln(xjt–1), ∆ln(zjt), ∆ln(zjt–1), ∆ln(ajt–2), ∆djt and 
∆ijt. 
 Column 8 includes the results of system estimation of ATM and 
cash equations. The system TSLS estimation includes trend in both 
the ATM and cash equations. In other words, results in column 8 are 
estimated with the first difference TSLS estimator with a common 
trend for all countries (Dif; with common trend). The instrument set 
used in column 8 is: constant, ∆ln(mjt), ∆ln(xjt–1), ∆ln(zjt), ∆ln(zjt–1), 
∆ln(ajt–2), ∆ln(yjt), ∆ijt and ∆djt. Column 9 presents the results of the 
dynamic panel data GMM estimation (Arellano-Bond 1-step 
estimation); the instrument set used in that estimation is the following: 
∆ln(mjt), ∆ln(mjt–1), ∆ln(xjt–1), ∆ln(xjt–2), ∆ln(zjt), ∆ln(zjt–1), ∆ln(ajt–2), 
∆ln(ajt–3), ∆ijt and ∆djt. Due to the lack of data, we instrumented the 
lagged dependent variable only with two and three lags. Furthermore, 
cash was instrumented with one and two lags. Otherwise, the 
independent variables are assumed to be exogenous. 
 The estimation results in Table 1 indicate that the number of ATM 
networks has a positive sign, as expected. Moreover, the number of 
ATM networks is a statistically significant variable in estimations 1, 2, 
5, 6 and 8. As seen, level estimations, with and without fixed effects, 
and the system estimation of ATM and cash equations with trend 
indicate such a result. However, other first difference estimation 
results indicate that the number of ATM networks is not a statistically 
significant variable. We report for estimations 1–7 and 9 the adjusted 
t-values calculated using the White diagonal method, which is one of 
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the White coefficient covariance methods. The ordinary coefficient 
covariance method indicates remarkably higher t-values and, 
according to those values, the ATM network is statistically significant 
also in first difference estimations. 
 The coefficient of the one-period lagged dependent variable is 
positive and statistically significant in almost all estimations. Only the 
result of estimation 4, ie using the most parsimonious model with 
country-specific trend, indicates that the one-period lagged dependent 
variable is statistically insignificant. The reason behind this is that 
country-specific trends take the explanatory power of other variables. 
Country-specific trends are positive and significant for 18 countries. 
Only for Finland and Norway is the coefficient of trend variable 
insignificant. Moreover, Finland is the only country with a negative 
sign for the country-specific trend. One reason for this may be that the 
development of payment systems is at a higher level in Finland than in 
other countries. Table 1 also shows that the coefficient of cash in 
circulation is usually positive but insignificant. Furthermore, 
estimation results show that the value of card payments is not a 
statistically significant variable. However, the sign of card payments 
should be negative according to our hypothesis. The positive sign 
indicated by some of the estimations may be due to the dual nature of 
payment cards. People can usually withdraw cash with same payment 
cards with which they pay for transactions. Increased card payments 
are typically related to an increased number of payment cards, which 
makes cash withdrawals easier. Thus increasing card payments may 
increase the number of ATM withdrawals and hence the number of 
ATMs. 
 (4.4a), (4.4b), (4.5a) and (4.5b) are the partial adjustment models 
that give the short-run effects, and long-run effects can be calculated 
based on these results. In other words, the coefficients reported in 
Table 1 are short-run effects. For instance, based on the results in 
column 1, a 1% decrease in the number of ATM networks would 
reduce the number of ATMs per million inhabitants by ca 0.02% in 
the short-run. In the long-run, the coefficient is 0.02/(1 – 0.888) = 0.2. 
This means that in the long-run a 1% decrease in the number of ATM 
networks would reduce the number of ATMs per million inhabitants 
by 0.2%. In other words, the long-run elasticity of the number of 
ATMs with respect to the number of ATM networks is 0.2. The long-
run elasticities calculated on the basis of the results reported in 
columns 1–9 are between 0.18 and 0.83. 
 As seen, the short-run elasticities of the number of ATMs with 
respect to the number of ATM networks are lowest in results reported 
in columns 1 and 5. One obvious reason for this is that these 



 
65 

estimations are biased. Therefore, we have to include the fixed effects 
in the level estimation or estimate the ATM equation in first 
differences, as discussed in Section 4.3.1. Comparing these results 
reveals that country-specific effects correlate negatively with ATM 
networks. For instance, in the Nordic countries, the numbers of ATMs 
per inhabitant are small and there is only one ATM network in each 
country. On the contrary, there are dozens of ATM networks eg in the 
USA and Canada and the numbers of ATMs per inhabitant are high. 
Moreover, not all these networks are compatible. 
 We did some other estimations. Based on our theoretical 
discussion, population and the value of GDP per capita could also be 
included in the ATM equation. Intuitively, the number of ATMs 
depends positively on the number of inhabitants if banks aim at 
offering a high level of service. The number of ATMs may also 
depend positively on GDP per capita, as this is an approximate of the 
value of transactions per capita. We added population and GDP per 
capita in estimations 1–9, and the results were similar to those 
reported in Table 1. The coefficient of the number of ATM networks 
was still positive, and the additional variables were statistically 
significant only in estimation 3. Based on these model specifications, 
the results reported in Table 1 seem to be robust. 
 An extensive number of diagnostic tests were performed on the 
ATM equation estimations. Results of these tests can be summarised 
as follows: 1) Group unit root tests on residuals for equations 1–7, as 
well as panel unit root tests for equations 8–9, indicate that the 
residuals are stationary in levels. 2) According to the Jarque-Bera test, 
the null hypothesis that residuals are normally distributed cannot be 
rejected in most cases. Furthermore, the figures and statistics for 
residuals indicate that mean and median are roughly zero. 3) The test 
for equality of variances (estimations 1–7) rejects the null hypothesis 
that variances of residuals of various countries are the same. In other 
words, there seems to be groupwise heteroskedasticity in residuals. In 
contrast, residuals for estimations 8–9 seem to be homoskedastic. 4) 
Durbin-Watson test indicates some serial correlation. However, the 
Durbin-Watson test may not be suitable for the ATM equation 
because we have included the lagged dependent variable as an 
explanatory variable (eg Pindyck and Rubinfeld 1998, p. 165). 
Moreover, the Durbin-Watson test cannot be used with dynamic 
GMM estimation21. Correlogram Q-statistics of residuals indicate that 
                                          
21 In Arellano-Bond estimations, m1 and m2 autocorrelation tests could be used. We were 
not able to perform these tests with the software used in the estimations. However, 
reported t-statistics are adjusted via the White diagonal coefficient covariance method. 
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the null hypothesis of no serial correlation needs to be rejected for 
some countries. Residuals of some countries also seem to be 
correlated based on the pairwise correlation matrices. We have 
reported adjusted t-statistics in estimations 1–7 and 9 using the White 
diagonal method. If we use the ordinary covariance method instead, 
the t-statistics reported in Table 1 change somewhat, and the variable 
ATM network becomes statistically significant in all estimations. 
Furthermore, we tested the validity of the overidentifying restrictions22 
in the dynamic panel data GMM estimation. According to the J-
statistic, the null hypothesis that the overidentifying restrictions are 
satisfied cannot be rejected, suggesting that we have used a proper 
instrument set. 
 
 
4.3.3 Results of cash equation estimations 

Estimation results for the cash equation in levels, with and without 
fixed effects, and in first differences are reported in Table 2. 
 The cash equation was estimated with same estimation methods as 
the ATM equation in Section 4.3.2. Column 10 shows the results 
estimated with the pooled least squares estimator, column 11 with the 
Within estimator (fixed-effects least squares; FE), column 12 with the 
first difference least squares estimator (FD; Dif), and column 13 with 
the first difference least squares estimator with country-specific trend 
(Dif; with country-specific trend). The pooled TSLS method was used 
because there may be an endogeneity problem. As discussed above, 
the number of ATMs may affect cash in circulation, and vice versa. 
Column 14 shows the estimation results with TSLS estimator, column 
15 with the Within-TSLS estimator (with fixed effects), and column 
16 with the first difference TSLS estimator (FD-TSLS; Dif). Column 
17 includes the results of system estimation of the ATM and cash 
equations, with trend included in both. In other words, results in 
column 17 are estimated with the first difference TSLS estimator with 
a common trend for all countries (Dif; with common trend). Column 
18 gives the estimation results for the dynamic panel data GMM 
estimation (Arellano-Bond 1-step estimation). 
 
 

                                          
22 For example, Arellano (2003) p. 192–197 discusses the testing of overidentifying 
restrictions. 
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Table 2. Estimation results for cash equation 
 

10 11 12 13 14 15 16 17 18
constant 0.453 1.217 0.44 1.62 0.016

(0.3) (0.804) (0.339) (0.873) (0.017)
a jt 0.016 -0.022 -0.028 -0.034 0.02 -0.017 -0.006 -0.11 -0.033

(0.011) (0.015) (0.03) (0.036) (0.014) (0.018) (0.091) (0.133) (0.078)
y jt -0.028 -0.015 0.328 0.163 -0.027 -0.077 0.08 -0.192 0.445

(0.037) (0.096) (0.425) (0.341) (0.042) (0.099) (0.463) (0.469) (0.484)
i jt -0.007 -0.012 -0.016 -0.013 -0.007 -0.013 -0.016 -0.013 -0.016

(0.002) (0.003) (0.004) (0.004) (0.002) (0.003) (0.004) (0.005) (0.004)
z jt -0.006 -0.002 -0.004 0.099 -0.006 0.005 0.012 0.01 0.026

(0.006) (0.012) (0.034) (0.052) (0.009) (0.012) (0.04) (0.053) (0.05)
x jt -1 0.973 0.876 0.149 -0.061 0.969 0.895 0.362 0.275 0.152

(0.017) (0.053) (0.207) (0.182) (0.019) (0.064) (0.38) (0.404) (0.279)
d jt -0.365 -0.354 -0.329 -0.351 -0.366 -0.353 -0.314 -0.338 -0.357

(0.066) (0.06) (0.066) (0.053) (0.066) (0.06) (0.072) (0.047) (0.067)

R2 0.98 0.99 0.49 0.58 0.98 0.98 0.48 0.50
DW 1.71 1.87 1.68 1.81 1.69 1.91 1.86 1.93
S.E. of 
regression 0.08 0.07 0.08 0.08 0.08 0.07 0.08 0.08 0.08
J-statistic 
(nJ) 39.5

Level/ First 
difference Level

Level 
(FE) Dif

Dif; with 
country-
specific 

trend Level
Level 
(FE) Dif

Dif; 
constant = 
common 

trend Dif

Estimator

Pooled 
least 

squares Within

First 
difference 

(FD)

First 
difference 

(FD) TSLS
Within-
TSLS

FD-
TSLS

FD-TSLS 
(system 

with ATM 
equation) Dyn. GMM

N of obs 242 242 217 217 223 223 199 172 197  
 
Bold and italic bold coefficients denote significance at 5% and 1% level, respectively. 
Standard errors in parentheses. 
 
 
The instruments for estimations 14–16 consist of one-period lagged 
endogenous variable, ie ATMs per million inhabitants, two-period 
lagged dependent variable and other right-hand side variables: 
constant, ln(ajt–1), ln(yjt), ijt, ln(zjt), ln(xjt–2) and djt. In the level 
estimations, the values of these instruments are used in levels and in 
the difference estimations in first differences. Column 17 shows the 
results of system estimation of the cash and ATM equations. The 
instruments for the cash equation are: constant, ∆ln(ajt–1), ∆ln(yjt), 
∆ln(mjt), ∆ln(xjt–2), ∆ln(zjt), ∆ln(zjt–1), ∆ijt and ∆djt. Moreover, the 
instruments used in the dynamic panel data GMM estimation reported 
in column 18 are: ∆ln(ajt–1), ∆ln(ajt–2), ∆ln(yjt), ∆ln(yjt–1), ∆ln(zjt), 
∆ln(zjt–1), ∆ln(xjt–2), ∆ln(xjt–3), ∆ijt, ∆ijt–1 and ∆djt. 
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 Almost all estimation results indicate that cash in circulation 
depends negatively on the number of ATMs. Only level estimations 
without fixed effects (columns 10 and 14) indicate the opposite. As 
discussed in Section 4.3.1, at least results obtained using the pooled 
least squares estimator and the TSLS estimator in levels without fixed 
effects may be biased. Therefore, it is obvious that the dependence 
between cash in circulation and number of ATMs is negative. 
However, the number of ATMs is not a statistically significant 
variable in these estimations. 
 Furthermore, cash in circulation depends negatively on the deposit 
interest rate, as expected. The deposit interest rate is also a statistically 
significant variable in all estimations. The semi-elasticity of cash in 
circulation with respect to the deposit interest rate is ca –0.01 or –0.02 
in the short-run. This means that if the deposit interest rate increases 
by one percentage point, cash in circulation decreases by 0.01%–
0.02% in the short-run. The coefficient of the euro dummy is negative 
and statistically significant, as expected. The euro changeover led to a 
remarkable decrease in cash in circulation in all euro countries before 
year 2002. Coefficients of the variables GDP per population and value 
of card payments per population are not statistically significant. The 
coefficient of GDP per population differs as between level and 
difference estimations. Estimations in first differences indicate that 
cash in circulation depends positively on the GDP, as assumed. A 
positive relationship is a more reliable result because level estimations 
may be biased, as discussed in Section 4.3.1. Furthermore, the one-
period lagged dependent variable is positive but not necessarily 
statistically significant. However, column 13 indicates a negative sign, 
which conflicts with expectations. This may be due to the country-
specific trend, which varies considerably from country to country and 
weakens the explanatory power of other variables. 
 The diagnostic tests of the cash equation in Table 2 indicate the 
following results: Residuals are stationary in levels, the null 
hypothesis of the Jarque-Bera that residuals are normally distributed 
cannot be rejected for most countries, and there is groupwise 
heteroskedasticity and correlation between the residuals of various 
countries. However, the residuals of estimations 17 and 18 indicate no 
heteroskedasticity or correlation in residuals. We also estimated the 
cash equation using the ordinary coefficient covariance method 
instead of the White diagonal method. Based on these estimations, 
there were no significant changes in the results. Furthermore, the J-
statistic for the cash equation estimated with the dynamic panel data 
GMM estimation method indicates that the null hypothesis of the 
overidentifying restrictions being satisfied cannot be rejected. 
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 We also estimated columns 14–18 with additional instruments. 
The inflation rate may well influence cash in circulation. Moreover, 
the number of EFTPOS terminals may affect both the value of card 
payments (positively) and cash in circulation (negatively) because a 
high density of EFTPOS terminals enables more convenient use of 
payment cards. Therefore, we included the inflation rate and the 
number of EFTPOS terminals in the instrument list for estimations 
14–18. These changes did not have any notable effect on the results. 
 
 
4.4 Discussion of estimation results 

The topic of this study includes two main questions: 1) How does 
ATM network market structure and changes in it affect the availability 
of ATMs and cash withdrawal services? 2) How does this affect cash 
usage? Firstly, the estimation results indicate that a decrease in the 
number of ATM networks leads to a decrease in the number of ATMs. 
In other words, the monopolisation of ATM network market structure 
seems to lead to a reduced service level, as expected. Secondly, the 
influence of the number of ATMs on cash in circulation is ambiguous. 
In this section, we discuss the main findings of the estimations. 
 The sign of the ATM network is positive in all versions of the 
ATM equation estimations. In the short-run, the elasticity is 0.02–0.17 
and in the long-run 0.18–0.83 (Table 3). 
 
Table 3. Elasticity of number of ATMs with respect 
   to number of ATM networks 
 

Estimation results 
(column number) Short-run elasticity Long-run elasticity

1 0.02 0.18
2 0.06 0.47
3 0.16 0.33
4 0.16 0.18
5 0.02 0.19
6 0.12 0.59
7 0.17 0.83
8 0.17 0.47
9 0.15 0.50  

 
   Bold and italic bold coefficients denote significance at 5% 
   and 1% level, respectively. 
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The effects of changes in the number of ATM networks on the number 
of ATMs are greater when the degree of monopolisation increases. In 
other words, if the number of ATM networks decreases from 10 to 9 
networks, this is a 10% decrease in networks. For example, according 
to the results of the dynamic panel data estimation (estimation 9), this 
would imply a 1.5% decrease in the number of ATMs per million 
inhabitants in the short-run and a 5% decrease in the long-run. 
However, if the market arrives at monopoly from duopoly, ie the 
number of ATM networks decreases from two to one, this is a 50% 
decrease in the number of networks. This leads to a 7.5% decrease in 
the number of ATMs in the short-run and a 25% decrease in the long-
run. This would be quite a remarkable decrease in the number of 
ATMs. For instance, in Finland, the number of ATMs decreased by 
one-fifth in 1993–1995, as the number of ATM networks decreased 
from three to one. On the other hand, the decrease in the number of 
ATMs has continued and we could assume that the decrease in the 
number of ATM networks affects ATMs for a longer period than just 
one year. If the number of ATM networks decreases at the end of the 
year, all effects on the number of ATMs will obviously not be realised 
during the same year. However, in order to minimise the number of 
explanatory variables, we did not add lagged independent variables to 
the right-hand side of the equations. 
 Table 3 indicates that the short-run elasticities of the number of 
ATMs with respect to the number of ATM networks are lowest for 
results 1 and 5. These results are from level estimations without fixed 
effects. Thus these estimations obviously are biased. The long-run 
elasticities of estimations 1 and 5 are also biased because the 
coefficient of the lagged dependent variable is biased, as well. These 
results suggest that country-specific effects correlate negatively with 
ATM networks, as discussed in Section 4.3.2. Therefore, the level 
estimations with fixed effects or estimations in first differences are 
more reliable than results 1 and 5. 
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Table 4. Elasticity of cash in circulation with respect 
   to number of ATMs and deposit interest 
   rate 
 

Estimation results 
(column number)

Short-run ATM 
elasticity

Short-run deposit interest rate 
elasticity

10 0.02 -0.01
11 -0.02 -0.01
12 -0.03 -0.02
13 -0.03 -0.01
14 0.02 -0.01
15 -0.02 -0.01
16 -0.01 -0.02
17 -0.1 -0.01
18 -0.03 -0.02  

 
   Bold and italic bold coefficients denote significance at 5% 
   and 1% level, respectively. 
 
 
According to cash equation estimation results, the dependence of cash 
in circulation on the number of ATMs is somewhat ambiguous 
(Table 4). The level estimations without fixed effects indicate a 
positive relationship, whereas the other estimations indicate a negative 
relationship. As discussed in Section 4.2.1, fixed effects were used to 
capture the influence of country-specific omitted factors remaining 
constant over time. Positive coefficients in estimations 10 and 14 
indicate that some relevant variable or variables may be needed in the 
cash equation. One such variable may be the value of hoarded 
currency. For instance, Boeschoten (1992, p. 168) estimates the 
importance of hoarded currency in various countries, and the results 
indicate that a significant share of cash in circulation may be hoarded. 
Moreover, some cash may be used for illegal activities, as in the grey 
economy or drug trade. Due to a lack of data, we are unable to include 
such variables in our estimations. Therefore, it is reasonable to include 
fixed effects in level estimations to capture the influence of omitted 
variables. This indicates that if ATMs affect cash in circulation it 
seems more likely to be a negative effect. Furthermore, based on the 
discussion on biased estimates, a negative relationship between cash 
and ATMs is a more reliable result. However, the number of ATMs is 
not a statistically significant variable in the cash equation. In other 
words, ATMs do not necessarily affect cash in circulation. In the 
short-run, the elasticity of cash in circulation with respect to the 
number of ATMs per million inhabitants is between 0.02 and –0.03 
(Table 4). 
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 Earlier empirical research has also produced contradictory results 
about the influence of ATMs on cash in circulation. The effects of 
ATMs on cash usage are ambiguous also based on our theoretical 
discussion in Section 3. Moreover, the euro conversion may affect our 
estimations results. The value of cash in all euro countries decreased 
considerably before the changeover to euro at the beginning of 2002. 
This transition may have affected our results even though the euro 
dummy variable was included in the estimations. The euro dummy is 
negative and statistically significant in all versions of the cash 
equation estimations. Furthermore, data on cash have not been 
available for single euro countries since 2002. 
 The deposit interest rate is a statistically significant variable in all 
estimations and it has a negative sign, as expected. If the deposit 
interest rate increases, the opportunity cost of cash holdings increases. 
Therefore, cash in circulation was presumed to decrease. According to 
all estimations, the coefficient of the deposit interest rate is (-0.01)– 
(–0.02) in the short-run (Table 4). This is the semi-elasticity because 
we did not use the logarithm transformation of the deposit interest 
rate. In other words, a one percentage point increase in the deposit 
interest rate reduces cash in circulation per population by 0.01% in the 
short-run. Compared to earlier empirical results, these interest rate 
elasticities are of similar sign and fairly similar in size. For instance, 
Drehmann et al (2002) report the interest rate elasticity of cash 
demand to be between (–0.003)–(–0.006) and Snellman et al (2000) 
report the interest rate elasticity of currency holdings per person to be 
(–0.24). Furthermore, Attanasio et al (2002) find an interest rate 
elasticity of (–0.59) for the demand for currency of those who have a 
bank account and ATM card. According to the same study, the interest 
rate elasticity of the demand for currency for those with bank account 
but without ATM card is found to be (–0.27). Thus our results are well 
within the range reported by several other studies. 
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5 Conclusions 
This study analysed the effects of ATM network market structure on 
the number of ATMs and cash usage. The influence of cash 
distribution technology and changes in it are of the essence for central 
banks, as seigniorage is based on cash usage. At the same time, the 
development of retail payments and the usage of payment instruments 
are relevant questions for many other parties, such as banks and 
consumers. 
 Section 2 argued that the dependence between ATM network 
market structure and the number of ATMs has not been thoroughly 
analysed. Furthermore, based on the earlier literature, the effects of 
ATMs on cash in circulation are ambiguous. In Section 3, we 
theoretically analysed the influence of ATM network market structure 
on the number of ATMs and on the demand for money. Both the 
consumer’s and the bank’s optimisation problems were analysed in 
order to determine the optimal number of ATMs and the optimal value 
of cash holdings. In addition to the theoretical analysis, in Section 4 
we tested empirically the hypotheses formed based on the theoretical 
discussion. A unique data set on 20 countries used in estimations was 
combined from various data sources. We estimated the ATM and cash 
equations using various estimation methods, all of which produced 
results quite similar to those of our research questions. 
 The estimation results support the hypothesis that a reduction in 
the number of ATM networks decreases the number of ATMs. In 
other words, the monopolisation of ATM network market structure 
leads to a lower service level. This is in line with our theoretical 
discussion and with the industrial organisation literature. Furthermore, 
our estimation results indicate that the influence of the number of 
ATMs on cash in circulation and seigniorage is somewhat ambiguous 
but more likely negative than positive. Also, based both on our 
theoretical discussion and on the earlier empirical work, the effect of 
the number of ATMs on cash usage seems to be somewhat 
contradictory. In addition to these main results, the relationship 
between deposit interest rate and cash in circulation is negative and 
statistically significant in all our estimations, as expected based on the 
earlier literature. 
 Lack of data often restricts empirical research on payment 
systems. The development of payment systems has been very rapid 
over the past few decades and, for example, the first ATMs were 
installed in the 1960s or 1970s in many of the countries analysed in 
this study. However, harmonised data on various countries have been 
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available only since 1988 or 1990, which leads to a short observation 
period. Also, the euro conversion in 2002 affected cash in circulation 
in the euro countries. Especially during the year 2001, cash in 
circulation decreased considerably in these 12 countries. Moreover, 
the value of euros in circulation has not been available for individual 
euro countries since 2002, as only the total value of euros in 
circulation has been published. 
 
 
5.1 Policy discussion 

Our main result, ie that the monopolisation of ATM networks leads to 
a decreased number of ATMs, may have various policy implications. 
On the one hand, decreasing competition may have harmful 
consequences from the consumers’ point of view. The availability of 
ATM services may diminish if the monopoly decides to reduce the 
number of ATMs. Furthermore, it may be easier for a monopoly ATM 
service provider to increase the fees for cash withdrawals. There are 
some countries in which cash withdrawals are free of charge. In such 
cases, the monopoly ATM service provider may have incentives to 
start charging a fee for cash withdrawals. On the other hand, 
maintaining many parallel ATM networks is expensive. At least in a 
small, sparsely inhabited country this cost may be substantial. The 
main question is who pays the expenses of cash maintenance. 
 Concerning cash usage, the role of the central bank is of the 
essence. The maintenance of currency is one of the responsibilities of 
central banks. Cash is the only legal tender, and central banks have a 
monopoly in issuing currency in circulation. They have to ascertain 
the sufficiency of cash. As the seigniorage of central banks is based on 
cash usage, changes and developments in payment systems and 
especially in cash usage are of importance to them. Furthermore, 
central banks should promote the efficiency of payment systems23. 
Payment instruments are part of the overall payment system, and cash 
usage seems to be quite an inefficient payment instrument compared 

                                          
23 The task of central banks in promoting efficient payment systems is mentioned in the 
law. Koskenkylä (2003, p. 313–314) discusses this as follows: “According to Article 22 
of the Statute of the European System of Central Banks, the European Central Bank and 
the national central banks may provide the actual systems while the ECB may issue 
regulations on the maintenance of efficient and stable payment systems…”  Furthermore, 
“according to Article 3 of the Act on the Bank of Finland, one of the Bank’s main tasks is 
to contribute to maintaining the reliability and efficiency of payment and other financial 
systems and to take part in the development of these systems.” 
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to electronic payment methods. However, efficiency in this context 
should be regarded as social efficiency, the analysis of which has not 
been the object of this paper. Furthermore, cash is the only 
anonymous payment instrument. Even if the legal transactions 
demand for cash decreases considerably or ceases totally, cash may 
still be demanded eg for grey or black economy transactions. 
Moreover, some cash is used for precautionary or speculative 
purposes, and some currency may be used outside the country or 
currency area. 
 An important aspect of maintenance of cash supply is to decide on 
the distribution of notes to people who prefer cash payments. All 
citizens should have access to cash distributing services. For instance, 
in Finland, the major part of cash is withdrawn at ATMs. However, 
ATM networks are not maintained by central banks but typically by 
banks or by separate bank-owned companies. Cash maintenance 
generates costs to banks, and so, they may have incentives to reduce 
cash usage. One efficient way to do this is to reduce the number of 
ATMs or to start pricing cash withdrawal services. Banks have 
already encouraged their customers to increase the use of electronic 
means of payment via price incentives. Both the number of payment 
cards and the value and volume of card payments have been 
increasing during the last ten or fifteen years. Banks may also have 
incentives to reduce the number of bank branches or at least to 
concentrate on customer services other than routine ones like cash 
withdrawals. 
 The countries discussed in this paper have different payment 
systems. Some have more highly developed payment systems than 
others, eg the use of cheques versus payment cards varies 
considerably across countries. The observation period 1988–2003 is 
short, and payment systems in various countries are developing all the 
time. It is interesting to consider whether this development will lead to 
homogeneous payment systems in all countries. For instance, there is 
a Single Euro Payment Area (SEPA) project in the euro area, having 
many common goals for payment systems development in the EU 
countries (eg Koskenkylä 2004, ch. 6). To achieve the goals of SEPA, 
all parties need to enhance the development of the payment systems 
and co-operate with each other. The development of the payment 
sector challenges both the market side and the authorities. Cash usage 
and ATM network market structure may change as the payment 
system sector develops. It would be interesting to replicate this study 
after 20 years to test whether the main results remain the same. 
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5.2 Topics for further research 

The market structure of ATM networks and its effects on cash usage 
and seigniorage are important questions from many stakeholders’ 
points of view. One challenge for future research would be to 
thoroughly analyse the technology development of the payment 
systems and its influence on ATM network market structure and cash 
usage. Payment systems vary across countries, and in some countries 
people use more electronic payment instruments more than in others. 
For instance, in the Nordic countries, cash in circulation is low, and 
the use of payment cards and electronic credit transfers, eg Internet 
banking, is popular. Furthermore, cheques have vanished from retail 
sales, and the infrastructure is highly developed. Payments are 
electronically transmitted and, for example, the number of EFTPOS 
terminals per capita is very high. 
 A second topic for future research would be to adapt the equations 
estimated in this paper to a wider group of countries. There may be 
some problems due to a lack of data, but at least the ten new EU 
countries, which joined the EU in May 2004, could be included in the 
data set. Payment systems have been developing very rapidly in most 
of these countries over the past decade, so that the results may differ 
compared to the 20 countries analysed in this paper. A third 
contribution to the discussion would be to elaborate the spatial model 
presented in this paper eg by explicitly including the effects of various 
market structures. This would enable comparative analysis under 
monopoly, duopoly, oligopoly and perfect competition. Furthermore, 
other obvious features of the ATM network market, such as network 
externalities and compatibility and incompatibility of ATM networks, 
could possibly be included in the model. 
 To conclude, the ATM network market structure has a significant 
influence on the number of ATMs. Changes in market structure 
potentially affect both banks and central banks. These changes also 
have an influence on each individual consumer and his or her payment 
habits, at least in the long run. We have seen remarkable changes in 
payment habits during the last few decades. This development will 
continue and will present new challenges for future research on 
payment systems. 
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Appendix 1 

Profit maximisation in the competitive case 

There is a unique optimal number of ATMs which is positive and 
finite at least if the following conditions are satisfied: 1) The second 
derivative of profits with respect to the number of ATMs exists and is 
negative for all positive values of Ak, implying that the first derivative 
exists and is continuous and that the extreme value of profits, if it 
exists, is a maximum. 2) When the number of ATMs, Ak, is zero, the 
first derivative is positive, implying that it is not optimal to set 
Ak = 0.3) When Ak → ∞, both the first and second derivatives are 
negative, implying that the optimal number of ATMs is finite. 
 The first derivative is obtained by differentiating (3.10) with 
respect to Ak 
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Differentiating (A1.1) with respect to Ak yields the second derivative 
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(A1.2) is negative because Ak, B, N, T, v, r, i, and w are positive, and r 
exceeds i. 
 In the symmetric case each bank has the same number of ATMs, 
Ak = A, and B = (m–1)A. The number of ATM networks is m because 
each bank is assumed to have its own network. Substituting (m–1)A 
for B in (A1.1) and letting A → 0 yields the first derivative 
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In this case, the first derivative of profits is directed infinity and its 
sign depends on the sum of (m–1)NTv and (m–1)N(r–i)w divided by 
m2. Because r exceeds i, m > 1, and N, T, v, r, i and w are positive, the 
first derivative is positive. 
 If A → ∞, the first derivative is 
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In this case, the first derivative of profits is directed negative infinity 
and its sign depends on the product of (m+1)N(i–r), T3 and v5, divided 
by i3. Because r exceeds i and m, N, T, v, r and i are positive, the first 
derivative is negative. 
 Substituting (m–1)A for B in (A1.2) yields the second derivative 
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which is still negative because A, m, N, T, v, r, i and w and are 
positive and r exceeds i. 
 Because the first derivative is positive for low values of A and 
negative for high values of A, and the second derivative is always 
negative, (3.10) is the profit maximisation function. 
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Appendix 2 

ATM network market structure in each country 

In this appendix, we describe ATM network market structure in each 
country, the data of which were used in estimations. These 
descriptions are based on person-to-person information gathered eg 
from central banks, other authorities and bankers’ associations, and 
publications EMI 1996, ECB 2001, and BIS 1985, 1989, 1993 and 
2003. Other references are mentioned separately. 
 
 
Austria 
 
There is one nationwide ATM network in Austria. In addition, some 
banks provide ATM services for their own customers only. The data 
in the ECB statistics include one network in 1990–1995, and the 
number of networks has not been available since 1996. Typically, cash 
withdrawals at ATMs are free of charge for consumers. However, 
there are some limits on monthly transactions. If the number of 
withdrawals exceeds this limit, the consumer must pay certain fees. 
 
 
Belgium 
 
Two interbank ATM networks were introduced in Belgium at the end 
of the 1970s. These two networks merged in 1989 forming Banksys, 
which is a common network serving customers of all banks. In 
addition to this network, several banks offer their own customer in-
house terminals, which also provide services other than cash 
withdrawal. In principle, costs of cash withdrawals have been 
included in the annual fee. However, banks are starting to charge for 
withdrawals exceeding a certain amount. 
 
 
Canada 
 
The first cash dispenser was installed in Canada in 1969. Nowadays, 
proprietary networks are typically connected to a shared network, such 
as Interac, in order to be interoperable with each other. Fees for cash 
withdrawals vary depending on the owner and location of the ATM. 
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According to BIS statistics, the number of ATM networks in Canada 
increased from 40 to 77 in 1997–2003. We used these data in the 
estimations. 
 
 
Denmark 
 
There is one ATM network in Denmark. ATM cash withdrawal fees 
vary depending on the bank and on time of day. Typically, if the 
consumer withdraws cash at an ATM maintained by another bank or 
outside business hours, he has to pay a small fee. 
 
 
Finland 
 
The first off-line cash withdrawal ATMs were installed in the mid-
1970s in Finland (eg Bank of Finland 1993, p. 94). On-line ATMs 
were introduced in the early 1980s, and some statistics on ATMs have 
been available since 1984. At first, each bank had its own, 
incompatible ATM network. Later, these ATM networks were made 
compatible. In 1994, the biggest banks closed their own networks. 
They founded a jointly owned company, Automatia Pankkiautomaatit 
Ltd, which launched a single common ATM network, Otto.network, 
and began to maintain the ATMs of this network. In addition to 
Otto.network, there were two small networks, which were closed 
down in 2004. Since the end of 2004, cash withdrawals at Otto.ATMs 
have generally been available for consumers of all banks free of 
charge. Only one small bank charges its customers a fee for 
withdrawals of less than EUR 80. 
 
 
France 
 
ATMs are interoperable in France nowadays, and fees for cash 
withdrawals vary across banks. There was only one ATM network in 
1988–1995, and the data have not been available in ECB or BIS 
statistics since 1996. 
 
 
Germany 
 
Nowadays, banks offer ATM services to both their own and other 
banks’ customers. According to ECB and BIS statistics, there were 
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four networks during 1988–1998 and one since 1999. However, 
according to the central bank of Germany, the number of networks has 
not decreased, but the interpretation of network arrangements has 
changed. Therefore, we decided to assume the existence of one ATM 
network for the whole observation period in the estimations. 
 
 
Greece 
 
The number of ATM networks fluctuates somewhat from year to year, 
according to ECB statistics. However, all ATM networks are 
interoperable, and one must pay a fee for a withdrawal at another 
bank’s ATM. 
 
 
Ireland 
 
ATMs were introduced in Ireland in the early 1980s. According to 
ECB statistics, the number of ATM networks decreased from three to 
one in 1996. Bank charges are regulated in Ireland by the Irish 
Financial Services Regulation Authority. Charges for ATM cash 
withdrawals vary among banks. Some special groups such as students 
and pensioners are able to make cash withdrawals without charge. 
 
 
Italy 
 
The nationwide ATM network, Bancomat, went into operation in 
1983. Nowadays, over 90% of ATMs are interconnected by 
Bancomat. In ECB and BIS statistics, the number of ATM networks 
increased from one to four in the 1990s (in 1996 or 1999, depending 
on the statistics). Because data series have been changed backwards, it 
seems that there has been a change in the interpretation of the 
network, not in the actual number of networks. We used four ATM 
networks since 1996 in the estimations because four ATM service 
providers manage four ATM/POS sub-networks in Italy. 
 
 
Japan 
 
The first cash dispensers were introduced in Japan in 1969 (Japanese 
Bankers Association 2003, EMEAP 2002). Before 1990, there were 
many local ATM networks that were not connected with each other. In 
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1990, a system that connects separate networks, MICS, started 
operations. Since then, many local networks were closed down. 
Withdrawal fees are often charged for consumers’ use of ATMs of 
other banks. 
 Since 2000, the number of ATM networks reported in BIS 
statistics has included only MICS and nine intra-industry networks; 
local networks have been excluded. Because these data are not 
consistent with the data published in the earlier years, we used the 
data for 1988–1999 in the estimations. 
 
 
Luxembourg 
 
According to ECB statistics, there were two ATM networks in 
Luxembourg in 1990–1995 and one since 1996. In addition, some 
banks have their own, very small networks. Typically, customers do 
not pay any fees for ATM withdrawals at ATMs maintained by their 
own bank. However, banks charge customers a fee if they use ATMs 
of other banks. However, there are exceptions – a few withdrawals per 
month at other banks' ATMs may be free of charge for the customer. 
 
 
Netherlands 
 
The first cash dispensers were installed in 1985 in the Netherlands. 
The number of ATM networks was reduced from two to one in 1998. 
Earlier, these two networks were not interoperable. Consumers do not 
pay for withdrawing cash at other banks’ ATMs. However, there are 
interchange fees between banks if customers withdraw cash at ATMs 
of other banks (Bolt 2003). 
 
 
Norway 
 
In Norway, ATMs were introduced at the end of the 1970s, and there 
is one ATM network. Cash withdrawal fees vary across banks (Norges 
Bank 2004). In most cases, customers are offered free cash withdrawal 
services at their own banks’ ATMs during business hours. Outside 
business hours many banks charge a fee. Some banks charge a fee for 
withdrawals by other banks’ customers also during business hours. 
(Norges Bank 2004) 
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Portugal 
 
In Portugal, there is one nationwide ATM network, which was 
implemented in 1985. All debit cards are valid in this network and can 
be used free of charge. In addition to this compatible network, some 
banks provide to their own customers in-house services. These 
limited-access terminals are located in bank premises. However, ECB 
statistics include one network in 1990–1995, and the number of 
networks has not been available since 1996. We used these data in the 
estimations. 
 
 
Spain 
 
There have been three ATM networks in Spain since the 1970s. All 
three are fully interoperable. Fees vary between banks and depend eg 
on the local penetration of the credit institution. 
 
 
Sweden 
 
The first ATMs were installed in Sweden in the 1960s. Nowadays, 
there are two different brands of ATMs, which became interoperable 
in 1996. These two brands are regarded as one network in BIS and 
ECB statistics. Customers have always been able to withdraw cash 
free of charge. 
 
 
Switzerland 
 
There are two ATM networks in Switzerland; Bancomat and 
Postomat. The first Bancomat ATM was installed in 1968. These two 
ATM networks have been interoperable since 1997. 
 
 
UK 
 
The first cash dispensers were introduced in the UK in 1967. At the 
end of the 1980s, there were four major networks, in 1990–1998 three 
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networks, and since 1999 one network. Nowadays, about a third of 
ATMs charge a fee for a cash withdrawal (APACS24 2004). 
 
 
USA 
 
ATMs were introduced in the USA in the 1960s. The first ATM 
networks served limited geographical areas and later regional shared 
ATM networks were established. Still later, national shared networks 
were introduced (Sienkiewicz 2002). Cash withdrawal fees paid by 
customers vary widely (eg McAndrews 2003). 
 

                                          
24 Association for Payment Clearing Services. 
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Appendix 3 

Variable figures 

Ln (ATMs per million inhabitants) 
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Ln (ATM networks) 
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Ln (cash per capita), real euro prices 
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Ln (card payments per capita), real euro prices 
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Deposit interest rate 
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Appendix 4 

Unit root tests 
Pooled unit root tests

In levels

Levin, Lin & Chu Breitung ADF PP
ATMs per inhabitant; ln(a jt -1) -14,04 2,46 114,12 183,8
ATM network; ln(m jt ) -2,71 0,27 16,91 26,96
Cash per capita; ln(x jt ) 0,23 2,09 39,25 20,78
Card payments per capita; ln(z jt ) -3,49 2,83 34,88 63,06
Real GDP per capita; ln(y jt ) -0,64 3,12 10,18 18,42
Interest rate; ijt 2,31 -1,84 17,51 11,23

In first differences

Levin, Lin & Chu Breitung ADF PP
ATMs per inhabitant; ln(a jt -1) -11,65 -1,5 132,49 152,77
ATM network; ln(m jt ) -7,1 -5,4 77,08 77,57
Cash per capita; ln(x jt ) -1,78 -3,05 79,63 74,74
Card payments per capita; ln(z jt ) -7,9 -3,78 109,1 126,65
Real GDP per capita; ln(y jt ) -5,63 -4,11 79,51 78,16
Interest rate; ijt -10,68 -5,22 120,85 126,37  
 
Bold and italic bold coefficients denote significance at 5% and 1% level, respectively. 
Levin, Lin and Chu denotes the Levin, Lin and Chu common unit root test, Breitung 
denotes the Breitung common unit root test, and ADF and PP denote the Augmented 
Dickey-Fuller and Phillips-Perron individual unit root Fischer tests, respectively. 
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Appendix 5 

Symbols and abbreviations 

ATM Automated Teller Machine 
BIS Bank for International Settlements 
ECB European Central Bank 
EFTPOS Electronic Funds Transfer Point of Sale 
SEPA Single Euro Payment Area 
ajt number of ATMs per million inhabitants in country j in period t 
mjt number of ATM networks in country j in period t 
xjt cash in circulation per capita in country j in period t (real euro 

prices) 
zjt value of debit and credit card payments per capita in country j in 

period t (real euro prices) 
djt euro conversion dummy in country j in period t 
yjt real GDP per capita in country j in period t (in euro) 
ijt deposit interest rate in country j in period t 
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