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PREFACE

When 1 was first confronted with the problems considered in this study,
Professor J. J. Paunio and Dr. Timo Heleld were my immediate superiors
at the Bank of Finland Institute for Economic Research. It was due mainly
to their stimulation and encouragement that I familiarized myself with this
field of problems more thoroughly. The results of certain tentative experi-
ments concerning the interrelationship between the price and wage levels
were reported in my thesis for the degree of licentiate. Later on, when Pro-
fessor Paunio served as the research adviser to the Institute and Dr. Heleld
as its director, I had numerous discussions with them concerning the problems
associated with my work, and these greatly affected the direction of my
thought. The final form of this study was influenced quite decisively by my
stay at the Massachusetts Institute of Technology as an ASLA Fulbright
fellow during the academic year 1967—1968. This is clearly apparent from
the references in my study, even though these are not an adequate indicator
of the extent to which my friends over there contributed to the line of thought
adopted in this work.

Professor Paunio’s untiring interest and encouraging criticism during
the late phases of my study decisively furthered its completion. I am also
indebted to Dr. O. E. Niitamo, who read my typescript, made a number of
helpful suggestions and gave me invaluable advice.

My present principals at the Bank of Finland Institute for Economic
Research, Dr. Lauri Korpelainen, its director, and Dr. Henri J. Vartiainen,
head of department, not only provided me with encouragement but sug-
gested a number of useful corrections and improvements to my typescript.

The group of fellow workers and friends with whom I have had an op-
portunity to discuss the various special problems associated with this study
is almost innumerable. I wish to mention, in the first place, Heikki Aintila,
Pekka Korpinen, Kyésti Pulliainen and Markku Puntila, whose willingness
to help and cooperate, and whose remarks and suggestions, have significantly
contributed to the formation of this study. Mr. Seppo Lindblom also deserves
to be mentioned in this context. During many years of friendship we have
exchanged thoughts about our respective research problems, and these
discussions have also influenced the present study. I have also had an op-
portunity to discuss the problems of this study with Reino Airikkala, Heikki
Kunnas, Kullervo Marja-Aho, Kari Puumanen and Eero Tuomainen, to
* whom I wish to express my warm thanks. The entire staff of the Bank of
Finland Institute for Economic Research I wish to thank for the creation of



the practical facilities necessary for this work. Mrs. Lea Honkanen assisted me
in checking the calculations. Mrs. Riitta Jokinen gave me help in the pro-
cessing of the data. Miss Sinikka Kujala and Mrs. Aira Kasanko drew the
graphs. Mrs. Kaarina Mikkonen typed the text of the study. Miss Annikki
Leukkunen, finally; was responsible for the many and various tasks neces-
sary in the preparation of the text for the press. ‘

Words fail when we wish to express our particular thanks to somebody.
My particular thanks are due, first and foremost, to my wife, whose enduring - -
patience has made it possible for me to bury myself in the world of scien-
tific research for months. She has not merely been an onlooker, but has been
with me in spirit throughout. .

My particular thanks are also due to Mr. Jaakko Railo, who translated
the text into English, but whose contribution was not solely one of a trans-
lator. I also wish to thank Miss Linda Shelley for her valuable assistance in
rendering the text into English.

Finally, it is my agrecable duty to express my thanks to the Yrjo Jahns-
son Foundation for a grant that broadened the financial basis of the study.

Helsinki, April 1969.
Ahti Molander



1. INTRODUCTION

In consequence of the accelerated rise of price levels in most industrial
countries following the Second World War the study of inflation has oc-
cupied economists of the post-war era more than their pre-war colleagues.
As a result, some of the previously held views regarding the properties of
the inflationary mechanism have been revised. Old theories have not merely
been reformulated, so as to fit the altered circumstances, but entirely new
theories of inflation have also been created.

The traditional quantity theory has had faithful supporters, and new
variants have been suggested by them. Attention has, however, mainly
concentrated on two mutually exclusive sets of inflation theories. One em-
phasizes the importance of demand factors and the other that of cost factors
in the inflationary mechanism.

The theories emphasizing the part played by demand factors consider.
the inflationary mechanism as if decision units on the demand side were
responsible for the inflationary developments that have taken place. There-
fore, such theories are termed excess demand theories, and an inflation due
to excess demand is characterized as buyers’ inflation. A variety of inter-
pretations of excess demand theories have been proposed. The theories
based on the traditional demand and supply analysis have, however, the
following feature in common: shifts in ‘the demand and supply curves of
the commodity and labour markets are assumed to lead to demand and
supply disequilibria that cannot be eliminated except through changes in
prices and wages. Excess demand theories can be applied as inflation theories
only in full employment situations, where the supply curve is vertical and
only shifts in the demand curve are considered. The traditional excess demand
hypothesis rests on the assumption of perfect competition, as it is the workings
of the market mechanism that are supposed to force prices and wages to
levels where market demand will equal market supply.t

.

1. If certain restrictive conditions are introduced, however, the excess demand hy-
pothesis can be combined with the assumption of imperfect competition; see J. J. Paunio
A Study in the Theory of Open Inflation, Helsinki 1961, pp. 58—59. Bent Hansen’s anal-
ysis of inflation is based on the assumption of monopoly, and he defines excess demand
as the difference between demand and supply at the price chosen by the monopolist. This
definition rests on the assumption that the monopolist does not have knowledge of the
demand curve for his product. Hansen also considers the excess demand hypothesis by
postulating perfect competition. Moreover, he defines excess demand in monetary- terms
(price x the quantity. of excess demand) rather than in quantitative terms (the quantity

9



The theories emphasizing_the part played by cost factors view the in-
flationary mechanism from the supply side, and in consequence an in-
flationary mechanism compatible with these theories is often termed sellers’
inflation. These theories have been regarded as particularly relevant to
situations typified by excess supply of labour or commodities and, simul-
taneously, by rising wages or prices. Such theories, resting on the so-called
cost-push hypothesis, presuppose imperfect competition, since it is only
under imperfectly competitive conditions that sellers can be supposed to
be able to shift cost increases freely to prices.* On the other hand, changes
in the cost level can be assumed to result in shifts in the market supply curve
of commodities, and in this sense cost-push theories are also relevant under
conditions of perfect competition.® Analogously, in considering factor mar-
kets, theories according to which changes in commodity prices lead directly
to changes in factor prices may be called cost-push theories.

It is quite generally agreed today that neither an excess demand theory
nor a cost-push theory is sufficient in itself to explain the process of inflation.
Attempts have therefore been made to combine the two points of view.
In recent investigations efforts have in fact been made to construct models
permitting the emergence of inflationary processes on the basis of both
demand and cost factors.t

of excess demand) as traditional analysis does; see B. Hansen A Study in the Theory of
Inflation, London 1951, pp. 3—13. It should further be stated that the traditional excess
demand hypothesis is symmetric, in the sense that prices are supposed to rise when there
is excess demand and to fall when there is excess supply. Paunio’s and Hansen’s models
are also symmetric. The Keynesian theory, by contrast, assumes that output and employ-
ment will decline in the case of excess supply.

2. Samuelson and Solow consider it impossible to explain inflation on the basis of the
cost-push approach unless the assumption of perfect competition is at least partly aban-
doned. The neo-classical model was a perfect competition model, according to which
prices and wages were bound to fall when there was excess capacity in the sense that the
marginal costs of firms were smaller than the respective prices. It is impossible to explain
why prices and wages may rise even before full employment and full capacity utilization
have been reached unless elements of imperfect competition are introduced into the model.
The Keynesian ”General Theory” model, in which prices and wages were inflexible in a
state of equilibrium characterized by the presence of unemployment, necessarily rested
on certain underlying assumptions implying imperfect competition. See P. A. SamuELson
& R. M. Sorow “Analytical Aspects of Anti-Inflation Policy’® in The Collecied Scientific
Papers of Paul A. Samuelson, 11, The M.L.T. Press 1966, pp. 1339—1340.

3. A difficult problem of identification is, however, encountered here, because a shift
in the supply curve leads to the emergence of positive or negative excess demand.

4. Attempts to combine the cost-push and demand-pull analysis have been made,
for example, in the following: J. J. Paunio A Study in the Theory of Open Inflation, Hel-
sinki 1961, and J. D. Prrcarorp A Study of Cost and Demand Inflation, Amsterdam 1963.
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Numerous empirical studies have been based on such theories. The
results arrived at have, however, the following common feature: they have
led to the pessimistic view that price stability and full employment are mu-
tually incompatible policy goals. In other words, if the price level is stabi-
lized, a degree of unemployment must necessarily be tolerated. This con-
clusion has been reached mainly because the empirical studies concerned
" have been in the nature of partial analysis. The market demand and supply
conditions have been dealt with as exogenous elements, and thus the simul-
taneous occurrence of unemployment and price increases has affected the
results. ) )

On the other hand, shifts in demand and supply curves occur continu-
ally, and since adjustment requires time, it may be impossible to observe
equilibria.® The present study in fact starts from the assumption that the
unit period is not long enough for adjustment, with the result that the system
will proceed from one state. of disequilibrium to another. A given set of
values of the endogenous variables corresponds to each of these disequilibria.
An effort will be made to derive the hypotheses in such a way that the vari-
ables describing the behaviour of the labour market will receive an endo-
genous role, so that both the movements in the price level and those in em-
ployment can be derived from changes in the exogenous variables included
in the system. Simultaneous occurrence of price increases and unemployment
will then imply no constraints on the empirical interdependence of these
variables, and thus it is possible to explore whether a combination of the
exogenous variables can be found which allows the attainment of price
stability and full employment as simultaneous policy goals.

The purpose of the present study is thus to construct an inflation model
permitting the occurrence of demand and supply disequilibria. By means
of an empirical version of this model an attempt will be made to investigate
not only the dynamic time path of the inflationary process but also the
economic policy implications of the model, the main emphasis being on an
analysis of the exogenous mechanism equilibrating demand and supply
in the labour market.

5. Cf. T. HererL& “Palkkarakenteen muutoksista”, KAK No. 2 1966, p. 136.
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2. BACKGROUND OF THE STUDY

2.1. THE PROBLEM IN HISTORICAL PERSPECTIVE

The economic environment of the classical economists was characterized by
a slowly progressing secular inflation. A very simple assumption was framed
by them to account for the observed movements in the price level: the price
level was supposed to bear a constant ratio to the quantity of money. This
quantitity theory of money incorporated the view that (at any given price
level) a given quantity of money represented a given demand potential. Pro-
vided that demand and supply were in equilibrium in the initial situation,
any increase in the quantity of money was considered to mean an increase
in the demand potential or to result in monetary excess demand. A rise in
the price level was regarded as necessary to regain equilibrium.

The picture provided by this unsophisticated version of the quantity
theory of the workings of the price mechanism was deficient, and it was only
certain neo-classical economists, including WarLras, MarsgEALL and FisHER,
who succeeded in developing it intoa serviceable theory of the determination
of the price level in terms of changes in the quantity of money.

The point of departure in the variant of quantity theory suggested by
representatives of the neo-classical school was the view that real output, real
inputs and the relative prices of outputs -and inputs were determined by a
system of simultaneous equations which was independent of the absolute
level of prices. The absolute price level was indeterminate, as a result of the
»relative homogeneity» of these market equations. To fix an absolute »scale»
for the system, neutral money was introduced into the picture. The demand
for money was assumed to increase n-fold as prices multiplied n-fold. Hence,
as soon as the total quantity of money was fixed, the absolute price level
was also fixed. When a change took place in the quantity of money, the
level of absolute prices changed in exactly the same proportion! Thus,

1. In their analyses based on the quantity theory, neo-classical economists applied .
the so-called equation of exchange, MV = pT, where M = the quantity of money, V =
the velocity of money, p = the price level and T = the quantity of transactions. Both
the velocity of money and the quantity of transactions were assumed to be constant. From
this the neo-classicists concluded that the elasticity of the price level with respect to the
quantity of money was equal to unity.
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changes in the ‘quantity of money did not affect relative prices or-real
magnitudes at all.2 '

The quantity theory was based on the underlying assumption that the
velocity of circulation of money remained constant.® The sharp changes in
the velocity observed particularly in 1930 discredited the quantity theory to
some extent, however, even though explanations based on it were still resort-
ed to in practice.* The most important contribution to the critical discussion
of the quantity theory has been made by PaTingiv, who tried to render the
theory concerning the determination of the absolute price level more real-
istic.® According to Patinkin, the absolute price level can be rendered deter-
minate without introducing a separate quantity equation, by including the
»real cash holdings» of economic units in the demand equations.

In the dynamic system of the neo-classical economists changes in individ-
ual prices were dependent on the quantity of excess demand. WickseLL may
have been the first to apply this theory to aggregate-level relationships. In
his model, however, the total amount of monetary excess demand found an
outlet in a rise of the price level.8"

It seems legitimate to maintain that Wicksell’s ana1y51s furnished a basis
for all the later studies on the theory of inflation conducted by representatives
of the Stockholm school. In the theories of inflation suggested by them the
demand and supply conditions in the labour market also had a part to play.”
According to these theories, exéess déemand in the, cornmodity market occa-
sioned pressures in the labour market, too, and results in increases in wages
as well as in commodity prices. '

It should be pointed out in this context that the différence between the

2. P. A. Samuerson & R. M. Sorow Analytical Aspects of Anti-Inflation Policy” in
The Collected Scientific Papers of Paul A. Samuelson, 11, The M I. T. Press 1966, pp.
1336—1337.

3. In the form given to it by neo-~classical ‘economists; cf. footnote 1.

4, M. BronrEnBrENNER & F. D. Horzman ”Survey of Inflation Theory”, dm. Econ.
Rev., Sept. 1963, p. 600.

5. D. Patinkin Money, Interest and Prices, London 1956.

6. K. Wickserr. Geldzins und Giiterpreise, Jena 1898 (an English translatmn, Interest
and Prices, New York 1962)

7. Seé B. Hansex A Study in the Theory of Inflation, London 1951, p. 18.

8. Cf. the interpretation suggested in L. R. Krrmn, R. J. Bary, A. Hazriewoop &
P. Vanpome An Econometric Model of the United Kingdom, Oxford 1961, p 112. The
authors maintain that, according to these theories, excess demand in the commodity market
causes pressures in the labour market that find an outlet in price increases. These, in turn,
1éad to price incréases in the commodity market. Thus, on this 1nterpretat10n, excess demand
in the commodity market does not directly léad to price increases. L R
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quantity theory and the theories of inflation based on changes in monetary
excess demand is not, in principle, very great. According to the definition
presented by BENT HANSEN, monetary excess market demand = the excess
supply of money.? '

In his »General Theory» KevnEs also stressed the importance of the total
monetary demand as a determinant of changes in the price level. According
to his theory, an increase in total demand opened up an »inflationary gapy,
and a rise in the price level was necessary for the gap to be closed. The most
noticeable difference between the Keynesian theory and former theories was,
however, that Keynes assurhed the behaviour of prices to be asymmetric —
prices were flexible only upwards in his model; and, rather than being re-
flected in price cuts, a decline in demand in monetary terms below the full
employment level resulted in a fall of output and employment. Although
there was much resemblance between the Keynesian theory of inflation and
the quantity’ theory of the neo-classical school after the attainment of full
employment, the two differed decisively below the full employment level.1

In the inflation theories discussed above the main emphasis was distinctly
on the commodity market. This obviously explains why the development of
the theory of wages took place entirely independently of the theory of infla-
tion, concerned with the determination of the price level. It would seem in
fact that the development of wage theory was influenced more by the devel-
opment of the institutional structure of the labour market. The changes that
have occurred in the institutional structure are reflected quite clearly in the
following theories, for example: the subsistence minimum theory of wages,
the wage-fund theory, the bargaining power theory and the purchasing power
theory of wages.™

It should be pointed out, on the other hand that, as a matter of fact,
the neo-classical model also involved wages. In the system discussed by the
neo-classical writers, prices and wages were determined simultaneously, al-
though the ratio between the price and wage levels remained unchanged
when changes took place in the quantity of money; in other words, prices
and wages changed in the same proportion, and thus there was no need for
a separate wage theory. ’

For some reason or other, however, it became customary to consider one
particular equilibrium equation of the neo-classical model as a wage theory,

9. B. HANSEN op. cit., pp. 4—35.

10. J. M. Kevnes The General Theory of Employment, Interest and Money, New
York 1936.

11. For these theories, see P. A. SamuersoN “Economic Theory of Wages” in The
Collected Scientific Papers of Paul A. Samuelson, 11,7 The M.L.T. Press 1966.
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viz., the equation according to which the real wage equals the marginal
productivity of labour in equilibrium (under perfect competition). This so-
called marginal productivity theory of wages set the pattern for the theoret-
ical thought regarding wages for a long time. It has, however, generally
been regarded as one-sided, in the sense that the situation is viewed from the
demand side alone, neglecting the conditions on the supply side of the factors
of production.t?

In his General Theory Keynes considered wages as an exogenbus, given
variable. The analysis in his book How to Pay for the War'® can, however,
be seen as the beginning of the later endeavours to explore how inflation
actually works.** According to Keynes, prices react to excess demand, and
wages adjust to the altered prices. Thus, his theory of inflation was a
demand-pull theory of prices and a cost-push theory of wages. After this it
became customary to analyze inflation along the lines blazed by Keynes,
and a majority of the inflation theorists who sought to explain price movements
considered it appropriate to try and explain changes in the wage level si-
multaneously.t®

2.2. THE STUDY OF INFLATION AFTER THE SECOND
WORLD WAR ’

Since there is no intention here to give a complete account of the historical
development of the study of inflation, only the features relevant to the model
to be constructed in this study will be dealt with. Moreover, attention will
be focused mainly on empirical investigation, except where theoretical anal-
ysis has, in a sense, paved the way for empirical studies. If matters are dras-
tically simplified, the following hypotheses can be asserted to have occupied a
pivotal position in post-war studies of inflation, both theoretical and empirical.

A. Price level B. Wage level
1. Ap = F(¥'—7%), F{ >0 Aw = Fy(N'—N°), F} >0
2. Ap = FoA w), F§>0 Aw = Fy (A p), F, >0
3. Ap — Ap ' Aw = Aw

12. See, e.g., J. T. Dunrop ”The Task of Contemporary Wage' Theory” in The
Theory of Wage Determination, ed. John T. Dunlop, London—New York 1957.

13. J. M. Kevnes How to Pay for the War, London 1940, pp. 57—74.

14. This view was advanced by J. D. Prrcarorp A Study of Cost and Demand Inflation,
Amsterdam 1963, p. 19.

15. See, e.g., T. C. Koormans ”The Dynamics of Inflation”, Reo. Eson. Stat., Feb. 1942,
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where p = the price level (A p = change in the price level), w = the wage
level, 77 = the demand for commodities, ¥* = the supply of commodities,
N? = the demand for labour and N* = the supply of labour.

To employ the Keynesian terminology, »induced» price and wage changes
or »flexible» prices and wages are concerned in Hypotheses A.l and B.1.16
According to Hypotheses A.2 and 3 and B.2 and 3, price and wage changes
are »autonomous» or prices and wages »spontaneous». Hypotheses A.3 and
B.3 relate to situations where price and wage changes are wholly exogenous.
In the case of Hypotheses A.1 and B.1 excess demand inflation and, in the
case of Hypotheses A.2 and B.2, cost-push inflation can be spoken of.

Most of the post-war studies of inflation’amount to various combinations
of the above six hypotheses. The properties of each model depend decisively
on the way in which these hypotheses are combined. In 1950 DUESENBERRY
proposed a model in which prices-were determined by a particular combina-
tion of Hypotheses A.l1 and A.2, whereas wages were determined simply by
B.2.7 Horzman suggested the same year an inflation theory in which prices
behaved according to A.2 and wages according to B.2.}®* In Duesenberry’s
theory equilibrium was reached in the commodity market (by virtue of A.1)
as soon as the rise in prices came to an end, and the rise in wages ended (by
virtue of B.2) simultaheously. This did not imply, however, that the labour
market was necessarily in equilibrium (since B.1 was not involved in the
model). Holzman’s model permits the occurrence of disequilibria both in the
commodity and in the labour market (both A.l1 and B.1 were absent), the
price and wage changes being exclusively dependent on each other. In Bent
Hansen’s model, by contrast, when price-wage equilibriumn prevails, both the
commodity market and the labour market may be in equilibrium (the fnodel
consists of A.1 and B.1).1? Empirical investigation has, however, shown con-
vincingly enough the relevance of Hypotheses A.2 and B.2, too, and thus a
position of preference cannot be given to Bent Hansen’s model solely because
of its equilibrium properties.2’ Hypotheses 1 and 2 have been combined. both

16. See J. M. Keynes A Treatise on Money, London 1930, Chapter 11, See also
B. HANSEN op. cit. pp. 14—18 and J. J.- Paunio op. cit: pp. 59—60. Paunio makes -a distinc-
tion. betweern flexible and spontaneous (autonomous) prices. B cow
17. J. S. DuesensBERrY The Mechanics of Inflation”, Rev. Econ. Stat May 1950.
18. F. HorzmaN ”Income Determination.in Open Inflation™, Rev. Econ. Stat May 1950.
19. B. HanseN op. cit. A
20. Cf. Prrcurorp A Study of Cost and Demand Inflation, Amstcrdam 1963.
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!
in the explanatory equation for the price level and in that for the wage level
-only in PrrcHFORD’s studies.on the theory of inflation.*

Numerous empirical studies of inflation have been published during the
past decade. Only a few investigations that fit in well with the above clas-
sification and are (in the present writer’s opinion) important for the quantita-
tive study of inflation, will .be considered here. A. W. PrLLips’s investigation,
resting on Hypothesis B.1, has probably attracted more attention than any
other comparable empirical study.?? It can be regarded mainly as an empiri-
cal application of Bent Hansen’s labour market sector model. R. Lipsey’s
study followed. lines similar to those adopted by Phillips, except in that his
model was. linear in-the-parameters and was based on a combination . of
Hypotheses B.1 and B.2.23 The study carried out by Dicks-Mireaux and Dow
rested on a combination of the same hypotheses.?* The two studies differed
mainly in the construction of the variables and the lag patterns of the model.
A detailed consideration of these models does not, however, seem to be called
for at this point.

The best-known attempts to construct econometric models explaining the
movements in price and wage levels simultaneously include the studies carried

21. Pitchford starts fr,om'thga. assumption that certain prices behave in accordance
with A.l, while others behave in accordance with A.2, Likewise, the determination of
some wages obey B.1, whereas others are determined as in B.2. In other words, some prices
and wages are determined under conditions of perfect competition, the rest being deter-
mined under conditions of imperfect'competition. Hence, when all prices and wages are
_ considered simuliancously, their behaviour can be explained by combinations of A.l and
A.2 and by combinations of B.1 and B.2 respectively. As regards the determination of
wages Pitchford states, it is true, that if ”’the cost formula is varied to take account of ex-
cess demand or supply the profit margin has to be manipulated in order to take advantage
of the market power of the firm”; and with regard to wages he writes: A mixture of cost
influences would operate if unions varied their real wage claim in response to market
forces, taking advantage of excess demand to press for higher (real) wages, and reducing
claims when labor was in excess supply.’’ See Prrcarorp op. cit. pp. 17 and 18. The present
writer has interpreted these assertions to imply that, as Pitchford sees it, his model is also
relevant when all prices and wages are determined under imperfectly competitive condi-
tions but respond, nevertheless, to changes in demand conditions. The manipulation of
the profit or *mark-up” margins presupposes, however, an ability of entrepreneurs to in-
fluence prices, and this is of course the case only in imperfectly competitive markets.

22. A. W. PaiLuies ”The Relation between Unemployment and the Rate of Change
of Money Wages Rates in the United Kingdom, 1861—1957”, Economica, Nov. 1958.

23. R. Lipsey “The Relation between Unemployment and the Rate of Change of
Money Wage Rates in the United Kingdom, 1862—1957: A Further Analysis”, Economica,
Feb. 1960.

24. L. A. Dicks-Mirraux & J. C. R. Dow ”The Determinants of ‘Wage Inflation”,
Oxf. Econ. Papers, Oct. 1961.
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out by Dicks-Mireaux and the team of KiEmN and BALL.25 In both cases the
price equation rests on Hypothesis A.2 and the wage equation on a combina-
tion of Hypotheses B.1 and B.2. -

The present writer knows only a single econometric study from the post-
war era in which an attempt was made to apply a hypothesis based on the
quantity theory of money, viz., HARBERGER’s study of inflation in Chile.26 The
school of the so-called new quantity theory of money, grouped around MiLToN
FrieDMAN, has provided a stimulus for certain empirical studies of inflation
resting on a quantity-of-money approach, it is true, but the principal purpose
of these investigations has been to build an’explanatory model for hyper-
inflation, rather than for creeping inflation.?? The present study deals mainly
with the latter phenomenon. -

25. L. A. Dicgs-Mireaux The Interrelationship between Cost and Price Changes,
1946—-1959: A Study of Inflation in Post-War Britain”, Oxf. Econ. Papers, Oct. 1961;
and L. R. Kremw & R. J. Bary ’Some Econometrics of the Determination of Absolute
Prices and Wages™, Econ. Four., Sept. 1959.

26. A. C. HarBerGerR “The Dynamics of Inflation in Chile” in Mea:urement in Eco-
nomics, ed. C. F, Christ et al., Stanford 1963.

27. See, e.g., P. Cacan ”The Monetary Dynamics of Hyperinflation” in Siudies in the
Quantity Theory of Money, ed. M. Friedman, Chicago 1956.
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3. THE PURPOSE AND BASIC MODEL OF THE
PRESENT STUDY

3.1. CHOICE OF THE FRAME OF REFERENCE

The available model universe relevant to the present study may be classified
as follows: equilibrium models, adjustment models and disequilibrium models.

I. Equilibrium models

(3.1) N = fi(w), demand for labour ‘ Q

(3.2) N = fo(w), supply of labour r

(3.3) Y = fy(p), demand for commodities ~ o 9
, .

(3.4) Y = fy(p), supply of commodities

The system consisting of equations (3.1} to (3.4) is considered here to be
part of some more comprehensive system, where the number of unknowns
equals the number of equations. If a solution can be found for the system,
it can be called an equilibrium solution, the values for the price level and
wage level involved in it being those at which supply equals demand both
in the commodity and in the labour markets. Models where the equality of
demand and supply is explicitly ensured through the conditions, '

(85)  A(w) = fulw)
(3~6) fs(ﬁ) = f4(ﬁ)

also belong to this category.

I1I. Adjustment models

(3.7) N = fy(w), demand for labour

(3.8) N = fo(w), supply of labour

(3.9) Y = ﬁ@), demand for commodities

(3.10) I* = fi(p), sAupply of commodities -

3.1 Aw = fg(Nd—N‘), wage level adjustment equatién
(3.12) Ap = fro(Y*—1"), price level adjustment equatlon
Traditional theory supposes that
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(3.13)  £4(0) = 0, fip(0) = 0.

The condition (3.13) means that, in stationary equilibrium, demand equals
supply in the labour and commodity markets when A w = A p = 0.

The theoretical models considered in the preceding chapter, except those
based on the quantity theory, were adjustment models. A vast majority of
the empirical applications with which the present writer is familiar are also
based on the adjustment model presented here, and on equation (3.11) in
particular.l‘These empirical studies, where the wage equation incorporates
the excess demand hypothesis — the inequality between the demand and
supply of labour being measured in most cases by means of unemployment
or some other magnitude derived from it — have been criticized on the
ground that unemployment has been dealt with as an exogenous variable in
these models.? As already stated in the Introduction, such partial analyses
have suggested the conclusion that full employment and the stability of the
price and wage levels are mutually incompatible goals of economic policy.

The adjustment model has also been criticized on account of the assump-
tion of perfect competition implicit in it.?

As was stated in the Introduction, an assumption basic to this study is
that the unit period is not long enough for complete adjustment, so that the
system will move from one state of disequilibrium to another. A model based
on this assumption .can be termed a disequilibrium model and represented
formally as follows.

II1. Disequilibrium models:

(3.14) N? = fi;(w), demand for labour
(3.15) N° = fio(w), supply of labour
(3.16) Y? = f13(p), demand for commodities

1. Implications of these applications will be discussed in Chapter 6.

2. Edvin Kuh, for example, states that “wage determination equations require a
complete econometric model for two basic and obvious reasons. Clearly, wages and prices
are jointly dependent variables which strongly affect each other. Since employment, too,
is an endogenous variable, it should in principle not be treated as an independent variable
in an ordinary least squares regression”. See E. Kun A Productivity Theory of Wage
Levels — An Alternative to the Phillips Curve”, Rev. Econ. Stud., Oct. 1967, p 333.

3. Arrow, for example, writes: “’It is not explained whose decision it is to change prices
in accordance with this equation [refers to equation A.2 in Section 2 of Chapter 2]. Each
individual participant in the economy is supposed to take prices as givenand determine
his choices as to purchases and sales accordingly; there is no one left over whose job it is
to make a decision on ﬁrice.” See K. Arrow “Toward a Theory of Price’ Adjustment”
in The Allocation of Economic Resources, Calif. 1959.

20



(8.17) ¥ = fi,(p), supply of commodities
(38.18) w = fi(N — N*), wage-level determination
(3.19)  p = f1(¥? — 7*), price-level determination-

The model is completely static, and the solution based on the equilibrium
values of the variables is typified by an inequality between demand and
supply both in the commodity and in the labour market.* The possibility of
an equilibrium solution implying equality of demand and supply is not,
however, excluded.

An analysis based on the equilibrium values does not, however, reveal
anything about the dynamics of the inflationary mechanism. To get to grips
with the dynamic properties of the model, the model must be »dynamized».
This can take place in a variety of ways. The most usual way seems to be
to express the hypotheses in dynamic terms. Of the models dealt with above,
the adjustment model is dynamic in itself, since the basic assumptions under-
lying it are formulated in dynamic terms. On the other hand, the only way
of dynamizing the equilibrium and disequilibrium models is to make the unit
period short enough for the »natural» lags between the variables to manifest
themselves.

3.2. THE PURPOSE OF THE STUDY

The object of this study is, first, to construct a theoretical disequilibrium
model, with the chief emphasis on the description and explanation of the
inflationary process. The hypotheses incorporated in the model will then be
reconsidered, equation by equation, and reformulated so as to be suitable for

4. Edvin Kuh’s theoretical consideration of wages led him to a model which can be
assigned to this category. He states that unemployment has an important influence on
the bargaining position of labour and management and the ultimate equilibrium level
that will be achieved”. In the empirical part of his study Kuh returned, however, to the
adjustment model. See Kun op. cit. p. 339.

An analysis based on the equilibrium values of the variables, however, is apparently
not acceptable to all wage theorists. J. D. Sargan ended up with an equation where the
wage level was dependent on unemployment. (See J. D. Sarcan ”Wages and Prices in
the United Kingdom: A Study in Econometric Methodology” in Economeiric Analysis for
National Economic Planning, London 1964.) In the discussion that followed, R. J. Ball stated:
It seems to me that Sargan’s model confuses the characteristics of the equilibrium market
structure and the dynamic adjustment function, as they are usually interpreted. He relates
the .equilibrium /level of real wages to the level of unemployment, where conventional eco-
nomic theory relates unemployment to a rate of change.”

21



e

4

_empirical analysis. At the same time an attempt will be made to discover

under what conditions the assumption of a permanent disequilibrium of

~demand and supply is compatible with the traditional theory of market

behaviour. .

Following this the model will be subjected to empirical investigation. Ini-
tially the relationships will . be analyzed by employing the ordinary least
squares method, -and only when satisfactory structures have been discovered
will the model be estimated simultaneously. The empirical study relates to
the Finnish economy. The data consists of quarterly observations for the
years 1957 to 1966. )

The centre of emphasis in the model lies in the labour market. This means,
in the first place, that an endogénous role is assigned to the labour market
in the model; in other words, the disequilibrium of demand and supply, or
excess demand, in the labour market has to be endogenized. In consequence,
at least 2 demand for labour equation must be included in'the final model.
The supply of labour is often regarded as a given exogenous variable. Here,
however, it was found appropriate to seek to explain both the demand for
and the supply of labour separately. Hence, the construction of demand and
supply functions of labour suitable for empirical analysis was set as a goal.

For the sake of consistency, the model should also include both a demand
and a supply equation for the commodity market — in so far as the hypotheses
discussed above are chosen as a point of departure. Separate observations

. are not, however, available on these variables; only the output of commodities

is observable, and it reflects the behaviour of the decision-makers on both
the demand and the supply side. Therefore, the end of the »chain» in the
commodity market is left open, in the sense, that excess demand in the com-
modity market is dealt with as an exogenous variable. The discovery of an
operational indicator for excess demand in the commodity market was,
however, adopted as one of the goals of the study.

Since the model will include separate demand and supply equations for

. labour, it will alsé be possible to explore the causal relations between prices

and wages and between the demand for and supply of Iabour in both direc-
tions. The available empirical studies suggest, in fact, that the demand situa-
tion in the labour market “has some effect on the determination of wages.
But do the price and wage levels also influénce the labour ‘market demand
and supply situation and, via this, unemployment? The objectives of this
study include an analysis of this question.’

5. The following passage, where E. Kuh discusses the possibility that the causal re-
lationship in- question may be weak, should be quoted in this context. ’In discussion of
the Phillips Curve, it is usual to treat unemployment as both predetermined and the main
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When the model is endogenized to the greatest eéxtent possible, the factors
ultimately responsible for the inflationary process can also be considered,
since these will then constitute the exogenous variables included in the model.
Such endogenous variables . as the price and wage levels and employment
are interdependent in the short run, but in the long run they are all dependent
on a set of exogenous variables. :

The basic model chosen for the study was stated to be static. Yet it is
not enough to analyze the static structure of the model; the way in which
the model actually works can be discovered only by analyzing its dynamic
structure. Hence, the goal in this context is to explore, on the basis of the
empirical model, the dynamic properties of the model and-the nature of the
time- path implied by it. At this point, a quotation from Ep¥in Kusa’s excel-
lent article is again called for: »Suppose that the simultaneous difference
- equations in wages and prices are linear. If the largest root of the homogene-
ous system is less than unity in absolute value, the system will be damped.
Even though wagés determine prices.and prices determine wages in the short
run, neither determines the absolute level of prices or wages in the long run. It will
be the exogenous variables, operating through the parameters of the entire
system (i.e., the steady state solution of the reduced form) that will causally
determine wage and price levels. This elementary point appears to be insuf-
ficiently recognized in the hterature on this subject.®

Finally, certain economic and econormc-pohcy 1mp11cat10ns of the model
will be discussed on the basis of the dynamic analysis of it.

a

policy instrument, and wages and prices as endogenous variables. This procedure is not
“generally legitimate since wages, prices and unemployment are endogenously determined
in a complete macro model. However, as many macro mddels are now structured, unem-
ployment is determined in the real sector which, in turn, is only weakly affected by the
absolute level of prices. Thus a block trlangular coefficient set exists, with the causal di-
rection running from unemployment to wage rates, but not the other way durlng the
current period. Goldberger has found that the Klein—Goldberger annual:model of the '
U.S. economy is characterized by an even stronger isolation of prices and wages from the
real sector,.of the sort associated with block diagonality. Even though the Klein—Gold-
berger model would now be thought rudimentary, this p0551b111ty should still be on the
research agenda.

Triangular or diagonal coefficient matrices are enough justification for treating unem-
ployment as predetermined in the Phillips sort of analysis, but consistent estimation re-_A
quires that the error covariance matrices be diagonal in addition. It is hard to form strong
prior beliefs about this error term property, so that these covariances should be estimated.”
See E. Kux op. cit. p..343. '

6. E. Kun op. cit. p. 342.

.
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3.3. THE BASIC MODEL

Let us consider now the possibility of constructing a theoretical model with
a built-in mechanism capable of producing solutions which presuppose ine-
quality of demand and supply. Even though in this study the main emphasis
will ultimately be on the labour market, at this stage the commodity market
is still considered as an endogenous element of the model.

Keynes’s General Theory model belongs mainly to the category of »equi-
librium models». His model also permits a solution characterized by disequi-
librium of demand and supply in the labour market, 'sfnce equilibrium may
be attainable only at economically impossible values of the variables, e.g., at
a negative rate of interest.” Nevertheless, the model does not- involve any
mechanism necessitating the occurrence of disequilibrium.

In the case of adjustment models, too, the properties of stationary equi-
librium may be affected by introducing certain additional requirements. If
the conditions (3.13), stating that f,(0) = 0, f1,(0) = 0, are replaced by

(3.20)  f4(0) # 0, f1(0) # O,

inequality of demand and supply is rendered compatible with dynamic equi-
librium. Nevertheless, despite the additional conditions, the model does not
include any mechanism forqing the variables to assume values presupposing
the inequality of demand and supply. On the other hand, when these restric-
tions are imposed on the adjustment functions, the possibility of stationary
solutions presupposing the equality of demand and supply is excluded.

By contrast, if »disequilibrium models» are chosen as the point of depar-
ture, a model can be constructed where a built-in disequilibrium mechanism *
permits including the possible inequality of demand and supply as an explicit
element in the model and in such a way that it directly affects the equilib-
rium values of the other variables. When the problem is approached by
employing disequilibrium models, one question to be considered is the fol-
lowing: How are the realized values of output and employment determined
when there is an inequality of demand and supply in the markets?

The following restrictions will be imposed on the model to be built: it

7. L. R. KLEIN op. cit. pp. 84—87 and 265—267. Alternative interpretations of the
Keynesian underemployment equilibrium have also been suggested, most of them resting
either on a postulated rigidity of the wage level or on a perfectly interest-inelastic liquidity
preference function. See W. L. Swmir A Graphical = Exposition of the Complete
Keynesian System” in Readings in Macroeconomics, ed. M. G. Mueller, Calif. 1965, pp.
37—A47. See also R. G. D. ALLEN Macro-Economic Theory, New York 19%8, pp. 130—131.
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will be a short-run model and a model of a closed economy.® Bc 8 Both the demand

for and the supply of labour will simply be assumed to depend on the relative
prices, and thus the labour market equations can be written

d__ nd [ W
(3.21) . NE=WN (l’)

' e e B
(3.22) N = N (p)

where N? = the demand for labour, N* = the supply of labour, w = the
wage level and p = the price level. )

If the right sides of (3.21) and (3.22) were equated, the model could
be solved for the relative prices or, provided that one or the other of these
were known, for the absolute wage and price levels. Equality of the right
sides of these equations would, however, presuppose an equality between
the demand for and supply of labour. The following equation, by contrast,
which relates realized employment, the demand for labour and the supply
of labour to one another, does not include such an assumption:

(3.23) N = (N N°)

nn

or, in words, realized employment equals either the demand for or the supply
of labour, depending on whichever is the smaller.

The commodity market demand function can be written in accordance
with the Keynesian model

(3.24) ' 1= C(Y) + I(T, 1)

where ¢ = the volume of the demand for commodities, ¢ = the volume
of consumption demand, I = the volume of investment demand, 7 =
realized output and r = the rate of interest (which is assumed to be kept
constant through monetary policies). When an attempt is made to construct
a supply equation for the commodity market, the following technical diffi-
culty is, however, encountered: the supply function is subject to the restric-
tions implied by the production function. It is difficult to include both
functions in the same model, since there is the danger that the model as a
whole becomes over-determined, in the sense that there will be more equations

8. The initial stimulus for the construction of this model was provided by an un-
published version of R. M. Sorow & J. E. Sticrirz’s article on ’Output, Employment
and Wages in the Short Run”, Massachusetts Institute of Technology. It helped the present
writer to form a picture of the technical difficulties associated thh the construction of the
model.
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than variables. It is therefore necessary to incorporate both functions in a
single equation that depicts the situation from the production and supply
aspects at once. By applying the technique employed by Sorow and SticriTZ,
the supply function may be constructed as follows.

Introduce, for the moment, the following short-run production function:?

(3.25) T =F(N),F' > 0.

The total supply of commoaities, Y, is the supply at which the price
level equals marginal cost (or, in imperfectly co'mpetiti‘ve markets, a mul-
tiple of marginal cost); and since labour is assumed to be the only variable

" factor of production, ¥° represents that quantlty of supply at which' the
marginal product, F'(N), equals the real wage rate. The supply function
for the commodity market can then be written '

(3.26) rer[r (;g)] _ TC?U)

where F'~1 is the inverse function of F’. The information inherent in the
production function (3.25) has thus been utilized in the construction of the
supply equation (3.26), and the existence of (3.25) can be forgotten.

It should be observed at this point that the information. contained in the
demand for labour function (3.21) can be given an interpretation analogous
to the one given to the commeodity market supply function (3.26). In other
words, N? may be taken to represent that level of the demand for labour
at which the marginal product of labour equals the real wage rate, the in-
formation inherent in the production functlon being involved only implic-
itly in the demand for labour function.

Redlized output can be defined now in a way analogous to the de-
finition of realized employment:

(3.27) - ‘ Y= ,.(7% 1)
or, in words, realized output equals the smaller of the variables ¥ and 7°.

Six equations have been constructed so far, whereas there are eight
variables. The model can be closed by including in it two behaviour equations,
one for prices and the other for wages. Solow and Stiglitz assumed changes
in prices and wages to depend not only on each other but also on the differ-
ence between demand and supply in the commodity and labour markets

9. R. M. Sorow & ]J. E. Stierirz op. cit. p. 4.
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respectively.l® Their price and wage equations were thus of the following
form:

(3.28) Ap = fi( YY) + fu(BAw)
(8.29) . Aw =Fo(NN°) + fu(Ap)

If there were any reason to suppose that price and wage changes would
clear the market, i.e., that demand and supply are in equilibrium both in
the commodity and in the labour market when the rise in prices and wages
comes to an end, the following assumptions should be made concerning the
behaviour of f; and f; (postulating, of course, that f,(Aw) = f,(Ap) = 0):

. (3.30) A0 =0
(3.31) ' Fo(1) = 0.

On the other hand, if disequilibrium of demand and supply were con-
sidered to be characteristic of stationary equilibrium, (3.30) and (3.31)
should respectively be replaced by

(332) A #0
- (3.33) AL #0

or, on the further assumption that frictional unemployment is characteristic
of statlonary equilibrium and that prices start to rise even before the pro-
ductive capacity is fully utilized, by

(3.34) A1) >0
(3.35) | Fa(1) > 0.

It might be of interest to investigate the dynamic properties of a
model involving price and wage adjustment equations similar respectively
to (3.28) and (3.29). As was stated in Section 3.2, however, in this study.
such an analysis will be carried out only by means of the empirical model
to be derived. The objectives of the present stiudy also necessitate replacing
equations (3.28) and_(3.29)_by_other behavioural equations, compatible
_with a disequilibrium model rather than with an adjustment model. These
new equations will be as follows:! '

10. R. M. Sovow & J. E. SticrLitz op. cit. pp. 11—12,
11. The next chapter includes a discussion of the theoretical Justlﬁcatxon of these
equations. -
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w/p

N
Figure 1. -
(3.36) p=f(T'—1T w)
(3.37) w=g (N—N° p).

The implications of these equations are analyzed below by means of
Figure 1.12
The demand for and supply of labour are represented in the figure as
functions of the real wage. Let us assume that the point 4,, at which unem-
ployment is A;—A,, represents stationary equilibrium. Now, if the demand
 for labour curve shifts downwards to the position N4, the new point of equi-
librium will not, however, be in the vicinity of the intersection of the new
demand curve and the curve N° but, instead, at 4,. The curve through the
points 4, and 4, is the graph of the wage equation (3.37). It quite obviously
has the properties of a Keynesian short-run supply of labour function pro-
vided that N'¢ and N* can be interpreted as long-run curves. Supply is almost
perfectly elastic below the full-employment level, which is represented by
the point 4, when frictional unemployment is A;—A4,. To the left of this point,
the supply of labour grows increasingly elastic with respect to the real wage.
An analogous interpretation applies to the price equation. The price and
- wage equations may be characterized in this context as the “monetary”
supply equations for the commodity and labour markets respectively. The
" pieces can be put together now, to obtain the following disequilibrium model:

12. Cf. T. M. Brown ”A Forecast Determination of National Product, Employment
and Price Level in Canada, from an Econometric Model” in Models of Income Determination,
* NBER Vol. 28, Princeton 1964.
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(3.21) N = Jvd<@>

p
(3.22) N = N° (@>
o \? 7

(3.23) N = . (N N°)
(3.24) ¥Y=C(Y) + I(Y, 1) ‘

—
(3.26) TS5 = ¥ (p )
(3.27) ¥ o=, (YT
(3.36) b o=F(Y— 1 w)
(3.87) w =g(N—N° p).

The number of equations in the model equals the number of endogenous
variables, and thus the model is according to this criterion completely de-
terminate. It is possible for the equations of the model to be satisfied by
values at which demand and supply will be unequal beth in the commodity
and in the labour market. On the other hand, demand may equal supply
in one market, without implying anything about equilibrium in the other.
And, finally, demand and supply may be unequal in both markets simul-
taneously.

The model is entirely static, however, and provides no cpportunity for
dynamic analysis. On the other hand, the causal chains connecting the différ-
ent variables can be considered on the basis of it. Construction of an empirical
model in which the monetary” variables (prices and wages) and the real
variables (the demand and supply volumes) are connected by causal chains
running in both directions was set as an objective of this study in the first
section of this chapter. In this respect the formal model constructed above
corresponds to the goals of the study and can be utilized as a frame of refer-
ence in building the empirical model aimed at. The causal chain connecting
the real with the monetary” variables runs through equations (3.36) and
(8.37), whereas the chain in the reverse direction runs through equations
(3.21), (3.22) and (3.26).
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4. DERIVATION OF HYPOTHESES

4.1. DETERMINATION OF THE PRICE LEVEL

In the foregoing considerations, the price-level determination equation to
be employed in the present study was frequently referred to. The version
of this equation presented last (equation 3.36) was as follows:

(4.1 p=fY'—7 w).

Is this equation justifiable theoretically? And, if it is, on what grounds?
As is well known, traditional analysis usually results in the equation

(42) o AP = F(T— 1),

It should be noted, of course, that (4.1) is a static equilibrium equation,
whereas (4.2) has to do with dynamic adjustment. It might be expected,
however, that there would be a degree of harmony between (4.1) and (4.2),
in the sense that one could be derived from the other. This is, however,
not the case; on the contrary, (4.1) and (4.2) represent (or, more correctly,

are based on) two separate theories. Yet, these theories need not necessarlly

“be mutually exclusive.

Criticisms advanced against (4.2) have been dealt with above, and only
the theoretical justification of (4.1) will be discussed at this point. When
demand does not equal supply, it is reasonable to expect that the difference
between the two is larger, the larger theé difference between the actually
prevailing price level and an equilibrium price level. The price level at
which supply equals demand on the commodity market is chosen here as
the equilibrium price level. Thus the following hypothesis can be introduced:

(4.3) : Vi — 1" = Fy(p—p,) .
where p, is the equilibrium price level. Let us assume further that

(4.4) . Fi(p—p,) <O.

By (4.4), an inverse function of (4.3) exists for all values of (p—p,), or
45 p—p, =F3 (11— 1)

and, hence,

(4.5)' p=p,+F (V' —1T).
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The role played by the equlhbrlum price appears from the followmg Had
the equatlon

5" - j):F;‘(T’—T‘)

rather than-equation (4.5)" been chosen as the point of departure, it would
have been necessary to introduce the additional assumption that the demand
and supply curves do not shift.

In Figure 2, when excess demand is 1 f— Yy, the price level will be
#'; and when excess demand is ¥§— 13, the price level will be p2. Here
the price level is a decreasing function of excess demand. The situation be-
comes more complicated if shifts in the demand curve aré permitted. Such
a situation is depicted in Figure 3.

- Figure 3.
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Figure 4.

In this figure the demand curve has shifted parallelly from 'the position
7%(1) to the position 7%(2). The amounts of excess demand, ¢ — ¥ and
¥4 — T3, corresponding respectively to the price levels s and 2, are, however,
the same. Thus, the price level becomes indeterminate with respect to the
amount of excess demand, since several different price levels can be found
at which the amount of excess demand is the same.

The problem arising from shifts in the demand curve can, however, be
approached by relating the price level in any particular excess demand
situation to the equilibrium price level corresponding to that situation, i. e.,
to the price level at which supply will equal demand. The implications of
this procedure are illustrated in Figure 4. ‘

The demand curve has shifted from the position 77{ to the position ¥4,
and Figure 4 represents a situation where equal amounts of excess demand,
Y¢— %3 and ¥§— 73, correspond to equally large differences between the
prevailing price level and the equilibrium price level, pt — p! and p2 —p2.
The numerical value of the difference between the prevailing price level
and equilibrium price level increases as excess demand increases; but the
difference decreases algebraically and is, in consequence, a diminishing
function of excess demand, as it should be according to assumption (4.4).

Yet it is necessary now to find an expression for the equilibrium price
level p,. When the price level at which the demand for and supply of com-
modities are equal is defined as the equilibrium price level, this level can
be determined by means of the variables on which the demand for and supply
of commodities depend. In empirical analysis the equilibrium price cannot
be identified completeley, since it is- never possible to take into account all
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the factors determining the point at which the demand and supply curves
intersect, and approximations must therefore be resorted to.
Consider the following simple commodity market demand and supply

functions: _

(4.6) Y= Gy(p, w), G'\, < 0, G, >0
(.7) P =Gy w), &y, >0, Gy < O.
Here

(4.8) p,=G(w), G'>0.

Substituting (4.8) into (4.5)’, the price equation becomes

(4.9) b =G (w)+ F3 (¥ —17),

The equation for the determination of the price level was derived by
using the disequilibrium model as a starting point. However, equation (4.9)
also permits alternative interpretations. This point will be considered below
by assuming that the price is determined on the supply side. Let us suppose
that the pricing principle followed by entrepreneurs is such that the price
level will be a given multiple of the marginal cost, or

(4.10) o p=k-MC, k>1

where & is the mark-up coefficient. This coefficient is assumed to be constant
here.

The capital stock can be regarded as a constant in the short run, and
thus the production function will be of the form

(4.11)  T=0(N),
where
412) .. LT @ (N) =Fy(E, N) '

where K is capital stock = constant.
The expression for the marginal cost then reads (since there is only one
variable factor of production):
ar

(4.13) MG = w .

On the further assumption that the production function is of the Cobb —
Douglas type, or : '

(4.14) S N
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differentiating (4.14) yields

4.15 N
( . ) d.N — Yo'Vl .
Since, on the other hand,
r k,—1
(4.16) = kN

we have from (4.15), when (4.16) is taken into consideration,

4.17 a k r
( * ) dN_ lN
and, substituting into (4.13),

. Y
(4.18) MC = w/klj_v .

Substituting (4.18) into (4.10),
4.19 _ ._12 / Z
(4:19) p= k. w5 | -

On the alternative assumption that the production function is of the
Leontief type, the equation corresponding to (4.19) would have been

k
(4.19) P = ‘l;; w.

Since marginal productivity cannot be evaluated from a Leontief-type
production function, it should have been interpreted to equal the constant
ko '

Equation (4.19) can also be regarded as legitimate in cases where entre-
preneurs are supposed to apply the full cost pricing principle, in the sense
that the price equals the wage cost per unit output as increased by a given
profit margin.

In this case

(4.20) p=rky (W|Y), ky>1,
where
(4.21) W = wh.

The expression W/1 can be rewritten ;

(4.22) ' W|T = WIN:TIN,
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whence
(4.25) b = ks(WIN:TIN)
and further, by substituting (4.21) into (4.23),

r
(4.24) b= k3<w/7v—>.

By (4.19) and (4.24) the proportion of nominal national income accounted
for by wages is constant. WEINTRAUB! ended up with equation (4.24) in his
price theory by starting from the assumption that wages bore a constant
ratio -to national income, or

1 w

(4.25) P

and further, by rearranging the terms and recollecting (4.21),
Y
(426 b=k w5 )

It is not, however, necessary for the share of wages in national income to
be constant; for it is of course reasonable to assume that the profit margin
varies according to the market situation and, in particular, that when there
is excess demand, this provides entrepreneurs with an opportunity to
utilize their increased monopolistic power to raise prices.? Then the following
hypothesis can be introduced in place of (4.19):

4.27 £ r k(v — 17
@27 P =\ w7 ) + k(T — 1),
Also, (4.19)’ can be replaced by
k
(4.28) . p:k—w—l—ke(l’d—iﬂ)
2

when the production function is supposed to be of the Leontief type.

In this situation, however, the price level will be an increasing function
of excess demand, rather than a diminishing function as in equation (4.9),
which was based on the disequilibrium approach. However, the formal

1. S. WeinTrRAUB A General Theory of the Price Level, Output, Income Distribution,
and Economic Growth, Philadelphia 1959. See also T. HererA “Uusi yleinen teoriako?”
KAK No. 1, 1961. -

2. Cf., e.g., K. Arrow “Toward a Theory of Price Adjustment”, in The Allocation of
Economic Resources, Stanford, 1959, p. 48.
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similarity between equations (4.9) and (4.28), in particular, is obvious.

The following interpretation based on variations in the degree of capacity
utilization can be given to the terms ks (7% — ¥°) and k(¥? — ¥*) in equa-
tions (4.27) and (4.28) respectively. Suppose that the marginal cost curve
will be the steeper, the higher the degree of capacity utilization. In the full-
employment situation a capacity limit is reached at which the marginal
cost curve is perfectly inelastic. In other words, as output is approaching the
capacity level, the influence of increasing demand on the price level, via
the rise in- the marginal cost, grows stronger.? If the terms kys(1?— 7°)
and kg(2?— 7*) can be given an interpretation related to the degree of
capacity utilization, equations (4.27) and (4.28) are also comsistent with
price theories based on variations in the degree of capacity utilization.

In this case, too, the price level p will be an increasing function of ¥¢—7.
On the other hand, if jumps from one typical cost curve to another occur
when output is expanding, each of these curves being situated below the
preceding one, p will be a decreasing function of ¥ — ¥°. Whether the
price level p is an increasing or a decreasing function of ¥ — ¥* thus depends
on what the latter variable is intended to measure. Here, however, the price
level is assumed to be a decreasing function of ¥ — ¥¥, since an analysis
based on the disequilibrium model is in question.

The above analysis has been in the nature of short-run analysis of a closed
economy. In empirical analysis, however, it is only rarely possible to make
the unit period short enough to justify disregarding all long-run ‘effects. Over
the observation period covered ‘in the present study, labour productivity, in
particular, increased so markedly that consideration of the effect of changes '
in productivity upon the price level was also regarded as necessary. These
changes will be considered in the first place as factors contributing to shifts in
the commodity market supply curve. In other words, labour productivity
will be dealt with as one of the determinants of the equilibrium price level.

Certain empirical studies have suggested that raw material prices can
legitimately be regarded as a further determinant of movements in the price
level.* In a model of an entire national economy, however, only the level of
the prices of imported raw materials is a relevant cost component, since the
raw material costs of the industry 4 are, as a general rule, labour costs of

3. See W. G. Bowen The Wage-Price Issue, New York 1960, p. 309 and K. Arrow
cit. p. 48. ; : s

4. See, e.g., L. R. Kiev & R. J. Bair ”Some Econometrics of the Determination
of Absolute Prices and Wages”, Econ. Four., Sept. 1959 and L. R. Kremxn & Y. Sminkar ”An
Econometric Model of Japan, 1930—1959, Int. Ecoir. Rev., Jan. 1963 and R. G.Bopxgin
The Wage-Price-Productivity Nexus, Philadelphia 1966. ” :
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the industries B, C, etc., and these will be taken into account mainly when
the influence of the labour cost variable is estimated. Inclusion of an import
price variable in the analysis means, of course, that the assumption of a closed
ecbnomy must partly be abandoned. Such a procedure is justifiable, however,
where the rates of foreign exchange have shown noticeable variations during
a short period. The effects of the 1957 devaluation of the Finnmark were
felt during the period dealt with in the present study, and therefore the in-
clusion of the effects of import prices in the model seems warranted.

Thus the equation for the determination of the price level to be subject-
ed to empirical analysis can be written, on the basis of equation (4.9) and

by including two additional Variablcs, measuring changes in labour produc-

tivity and the prices of imported goods respectively, as

(429)  p = i T (f)5(Y|T°)s, @, a3>0, a5 ,<0,

the labour productivity variable being denoted by T and the price level of
imports by #'.

The model was assumed to be exponential.’ It was not considered appro-
priate to impose any a priort restrictions on the elasticities of p other than the
requirement that their signs be consistent with the assumptions introduced.
Thus, the values to be obtained through statistical estimation were considered
acceptable, whatever their order of magnitude. As is well known, the values
of the parameters of a model are influenced, for example, by the length of
the unit period and by the choice of the lag pattern. It seems obvious, how-
ever, that in the long run a; — 1 and a, — (—1). On the other hand, no
a priori assumptions concerning the order of magnitude of the parameters
a3 and a, can be advanced.

4.2. DETERMINATION OF THE WAGE LEVEL

When the determination of the wage level was considered in Chapter 3, the
following equation analogous to the determination of the price level equa-
tion was chosen as the point of departure:

(4.30) . .. w = g(N'—N% p).

Hypotheses comparable to those presented in considering the theoretical
justification of the determination of the price level equation can be put for-

5. The mathematical form of the model will be discussed in’a later context. Likewise,
the possible time lags between the variables will be considered later.
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ward to justify equation (4.30) theoretically. Comparison of equation (4.30)
with the equation

(4.31) A w = Fy(N— N°),

reveals that here, too, two different theories are in question. Also, the differ-
ence between the demand for and supply of labour can be supposed to be
larger, the larger the difference between the prevailing wage level and the
equilibrium wage level, defined in one way or another; or, in symbols

(4.32) NC— N = Fy(w—uw,),

where w, is the equilibrium wage level.
Assume now that '

(4.33) Fy (w—uw,) <<O.

The inverse function of (4.32) can then be written
(4.34) w—w, = F71(N'— N*)
whence :

(4.34)' ‘ w = w, +F (N —N°).

Analogously to the case with the equilibrium price level, the equilibrium
wage level can be defined in terms of the point of intersection of the labour
market demand and supply curves. Consider the following simple labour
demand and supply functions:

(4.35) "N = H,(p, w), Hi, >0, H{, <0,
(4.36) N = Hy(p, w),  Hj, <0, Hy, >0.
Here, V
(4.37) . w, = H(p), H' > 0.

Substituting w, from (4.37 )into (4.34)’, the following wage equation is
obtained:

(4.38) w = H(p) + F7 (N — N°).

The problem will be approached here from the demand side. The equi-
librium condition stating that more labour will be demanded until the real
wage equals the marginal productivity of labour or, in symbols,

(4.39) wlp = d¥|AN

can then be chosen as the starting point.
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If the production function is of the Cobb—Douglas type or
(4.40) ' Y = kNh,

the following wage equation is obtained:

¥
(4.41) w=k p5

and if it is of the Leontief type, the wage equation reads
(4.42) w = ky p.

Equations formally similar to (4.42) may also be arrived at when certain
other hypotheses are chosen as the point of departure. It may be assumed,
for example, that the labour market organizations seek to keep the share of
wages in the national income constant or, in symbols,®

(4.43) w N = kg p 1,

whence, by solving for w,

(4.44) w=kgp 7\[—

Equation (4.41) permits some further assumptions. The share of wages in
the national income need not necessarily be constant; it may vary, for instance,
_ according to the labour market demand and supply conditions, since these
obviously affect the bargaining power of the parties concerned and, hence,
the wage level agreed on through wage negotiations.” Equation (4.41) ‘may
therefore be replaced by the following hypothesis:

y
+ kg (N —N°).

(4.45) w=h po

Correspondingly, (4.42) may be replaced by
(4.46) - w = ky p -+ ks(N'— N°).

The formal similarity of equations (4.38) and (4.46) is obvious; but in
the latter case the wage level is an increasing function of N — N7, since the
bargaining power of the unions can be taken to be an increasing function of
the excess demand for labour.

6. Equations (4.41) and (4.43) are formally completely similar, Ho{/vever, the first
has to be interpreted as a behavioural equation, whereas the second is a definition.

7. Cf. E. Kua »A Productivity Theory of Wage Levels — An Alternative to the Phillips
Curve», Rev. Econ. Stud., Oct. 1967, p. 399. )
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Here, too, there is reason to take certain long-run effects into considera-
tion in empirical analysis. In particular, variations in the productivity of
labour as a factor contributing to shifts in the demand for labour curve and
to changes in the equilibrium wage corresponding to the point of intersection
of the demand and supply curves, seem to merit attention.

In the empirical study of the determination of wages, certain institutional
variables have been resorted to. These include variables measuring the degree
of organization of workers and employers®, those measuring changes in the
political situation® and various propensity to strike variables.® Yet the ex-
planatory power of such variables has proven only marginal, in comparison
with the other explanatory variables involved. In the present study, however,
it is necessary to take a stand on certain questions relating to the prevailing
institutional conditions.. The determination of wages is influenced, of course,
by decisions taken on the demand side.as well as those taken on the supply
side. Yet, the price index relevant to the demand side is some price index of
output, whereas the relevant price index on the supply side is the cost of
living index.! If the two indices move in the same direction, no. problem
will, of course, arise; but as the two indices differ both in commodity com-

position and weighting pattern, they are very seldom likely to move uni- -

formly.12

Thus, the following determination of the wage level équation, suitable
for an empirical analysis resting on a disequilibrium model, which is based
on equation (4.38) can be introduced. It includes variations in the producti-
vity of labour and the discrepancy between the movements in the cost of
living index and the index of the general price level as additional variables:

(4.47) w = b T ([p)'s (NIN°)%s,  bs, by, 5>0, 8,0,

where p° is the cost of living index, the other symbols being the same as in
previous equations.

Again, no a priort restrictions on the order of magnitude of the elasticities
involved will be introduced. Obviously, however, b; — 1 and 5, > 1 in the

8. See, e.g., S. Varavanis-Vain ”An Econometric Model of Growth: U.S.A. 1869—
1958, Am. Econ. Rev., Papers and Proceedings, May 1955.

9. See, e.g., L. R. Krmiv & R. J. BaLL ”Some Econometrics of the Determination of
Absolute Prices and Wages”, Econ. Four., 1959.

10. See, e.g., A. MorLanpeEr “Erds ekonometrinen koe hintojen ja palkkojen selitys-
mallin konstruoimiseksi”’, Helsingin yliopisto 1964.

11. Cf. E. Kung A Productivity Theory of Wage Levels, — An Alternative to the
Phillips Curve”, Rev. Econ. Stud., Oct. 1967, p. 340.

12. A. Moranper Interdependence between Prices and Wages”, KAK No. 3, 1968.
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long run. It will be required, however, that the signs of the elasticities con-
cerned be compatible with the assumptions advanced.

Certain empirical wage studies have attempted to explain variations in
wages in. terms of entrepreneurs’ profits.!® Some of the results have been quite
promising. Nevertheless, divergent views are held for the present by various -
wage theorists regarding the explanatory power of profits. The theoretical
justification of the profit theory of wages rests on a rather flimsy basis, and
the empirical explanatory power of profits may be a consequence of a more
complicated network of relationships. KarLpor, who is the most prominent
exponent of the profit theory of wages, maintains that Parrries (who explains
wage changes in terms of excess demand for labour) has obtained his correla-
tions solely because excess demand on the labour market and entrepreneurs’
profits are intercorrelated. This issue will be considered below by means of
equation (4.47). )

Assume, for a while, that T = ¥|N, b, = b, = 1 and b, = 0, so that

(4.48) ‘ w = bp(¥|N) (NN )P,
from which A ‘

. i . 1 1
(4.49) NN = 0T 8, (pY|wN)T T,

can be derived.
In this equation p¥/wN measures the profit margin. The wage adJustment
equation in Phillips’s analysis is of the form ‘

(4.50) Aw = Fy(N?— N°).

Yet, when equation (4.49) is taken into consideration, it is completely im-
material whether w is regarded as a function of excess demand N?/N* or of
the profit variable p¥]wN\. ' ‘
Therefore, providing that (4.50) is regarded as a realistic wage adjust-
ment model, the model developed here can be employed to demonstrate that,
under conditions the occurrence of which is probable, Kaldor’s assertion is
justifiable. It is legitimate to maintain, on the other hand, that the relation-
ship between wages and excess demand is direct, while that between wages

13. Sce, e.g., R. J. Buatia ”Unemploymegt and the Rate of Change in Money Earnings
in the United States, 1935-—59, Economica, Aug. 1961; R. G. Lipsey & M. D. StEUER
»The Relation between Profits and Wage Rates”, Economica, May 1961; and J. T. DunNrop
»The Task of Contemporary Wage Theory” in The Theory of Wage Determination, ed. John
T. Dunlop, London — New York 1957.

14. N. Karpor ”Economic Growth and the Problem of Inflation, Part I1”, Economica,
Nov. 1959.
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and profits is indirect, and not the other way round as Kaldor maintains.
At least within the framework of the model developed here, there is a direct
association between wages and the excess demand for labour. It would seem,
however, that a profit variable might be employed in place of the excess
demand variable where no sufficiently good operational counterpart of the
latter is available. Under certain circumstances, profits and the wage level
may be directly correlated in practice. If b, = b, = b # 1, the equation

(4.48) can be written
1 b b

(4.51) w = bT=F (pYfwN)T=F (NN*)T=3

This establishes a direct relation between the profit margin (p¥wN) and
the wage level w.

4.3. THE DEMAND FOR LABOUR

One of the oldest controversies in economics is the one concerned with the
demand for labour function. Hence, a number of alternative solutions are
available for the construction of a demand for labour function suitable for the
purposes of the present study. In the classical and Keynesian models, this
function was based on the marginal productivity theory, according to which
more labour was demanded until its marginal productivity equalled the real
wage. The equilibrium condition corresponding to this view reads

w ar

(4.52) N ?)— =7V

In the short run employment is lower, the higher the real wage, and vice
versa. This follows from the fact that a decline in the marginal productivity
of labour can be expected at a certain stage, so as to make it profitable to
substitute capital for labour. '

Substitutability is a necessary condition for the marginal productivity
theory to be meaningful, since in the absence of substitutability marginal -
productivities cannot be computed. The possibility of substitution is the factor
that permits variations in the demand for labour independently of the demand
for commodities.’® A rise in the real wage level renders so-called margi-
nal production unprofitable at the p(‘%evailing prices, and the demand for
labour will diminish upless the price level rises. In practice, however, the
possibilities of substitution are limited at least in the short run. This fact
furnishes a basis for the Leontief-type production functions, for example,

15. J. D. Prrcarorp A Study of Cost and Demand Inflation, Amsterdam 1963, p. 11. .
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. .
which do not allow for the existence of substitution possibilities but postu-
late, instead, a fixed relationship between labour input and output. These
functions do not also involve relative prices as a determinant of the demand
for labour.

A Leontief-type production function appears preferable in an empirical
study, since the computation of marginal productitivities is obviously im-
possible in practice. To avoid the occurrence of marginal productivities -in
his theoretical model, Pitchford assumed that the demand for labour in money
terms, measured by the wage bill, depended on the demand for commodities
in money terms. When he then split up the value sums into price and volume
components, he obtained a function according to which the demand for
labour was dependent on the volume of demand in the commodity market
and on the real wage level.® This procedure cannot, however, be applied
here, since the model to be employed in the empirical analysis will not include,
because of difficulties in measurement, any commodity market demand and
supply equations.

Here we may start from the assumption, employed in the construction
of the price and wage functions, that the capital stock remains constant in
the short run; thus

ar Y
(4.53) . i ay v

Substituting (4.53) into (4.52) and solving for W,

(4.54) C N=ag 1//%.

According to (4.54) the demand for labour is directly proportional to the
volume of output and indirectly proportional to the real wage. Equation
(4.54) can also be derived in another way.}? Assume that entrepreneurs are
not able to compute marginal productivities and that they do not seek to
maximize their profits, at least not consciously. They merely seek to secure
themselves a given profit margin per unit of output; or, in symbols,

(4.55) pY —wlN = xp?,

where x is the profit margin. 7
Rearranging the terms in (4.55),

w

> =

16. J. D. PrrcarorD op. cit. pp. 27—28.
17. See J. D. PrrourorD op. cit. pp. 11—12,

r
(4.56) (1—x) %
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and further
w
(4.57) N = (l—x)l’/;

In order to keep their profit margins unchanged it is necessary for entre-
preneurs to vary their demand for labour when changes take place in the
real wage level. When the system approaches full employment equilibrium,
capital will increasingly be substituted for labour until a point is reached
at which output per unit of labour begins to diminish and employment cannot
be increased, except by reducing the real wage (assuming that as the level of
employment varies, the volume of output per unit of labour also varies). .

The demand for labour function has been investigated empirically to a
very minor extent. In the »Brookings» model, for instance, the demand for
Iabour function was obtained directly from the production function by solving
it for the labour input. A kind of implicit production function was thus arriv=
ed at, and the function was also estimated in this form. In consequence, the
demand for labour came to depend on the volume of output and on the capital
stock. Relative prices were disregarded in the model.'® KLEIN!® has estimated
demand for labour equations that can be interpreted to rest directly on equa-
. tion (4.54). Before estimating the model, however, he solved it for the total
wages to obtain

(4.58) Nw=uapl,

and estimated it in this form.

This enabled Klein to find an estimate for JV from the calculated value
of Mw by employing a separate explanatory equation for w. The function
in (4.58) has the merit that it satisfies the classical homogeneity assumption,
the demand for labour depending on the.wage-price ratio.

TiNTNER endeavoured to test the empirical explanatory power of the
homogeneity assumption by postulating that the demand for labour depend-
ed directly on prices and wages, no profit maximization assumption or pro-
duction function being involved in his model.?

18. E. Kun ”Income Distribution and Employment over the Business Cycle” in
The Brookings Quarterly Econometric Model of the United States, ed. J. S. Duesenberry et al.,
Chicago—Amsterdam 1965.

19. L. R. Kren Economic Fluctuations in the United States: 1921—1941, New York
1950 and L. R. KieiN & A. S. GOLDBERGER An Econometrlc Model of the United States
19291952, Amsterdam 1955.

20. G. TintNErR Econometrics, New York 1952,

44




Only very recently have attempts been made to include relative prices
as an explicit element in the demand for labour function.?

The choice of a demand for labour equation suitable for empirical ana-
lysis can now be considered on the basis of the above discussion.?? If equation
(4 54) is chosen as the starting point, the demand for labour function to be
sub_]ected to empmcal analysis can be written as follows:

(4.59). . . N ='cOTf1(w/p)°z,- cl>0 02<0

‘When relative prices are included .in the demand for labour function as
an explicit independent variable, the causal chain is allowed to run from the
price and wage levels to unemployment, as well as from unemployment to
the price and wage levels.

The function (4.59) is a short-run demand for labour function: The va-
riable 7 links this function with-the production function, and the parameter
corresponding to it combines the restrictions imposed by the production
function on the demand for labour.

At this point it is also necessary to consider how far certain possible long-
run influences should. be allowed for in empirical analysis. In the context of
constructing the price and wage equations we stated that the rise in labour
productivity over the period of observation was so rapid that its inclusion as
‘an explanatory variable in the demand for labour function seemed warranted.
The question of variations. in productivity as a factor influencing the rela-
tionship between the demand for labour and total output has often been
‘encountered in the study of the production function, since it is reasonable to
suppose that an increase in the productivity of labour at an unchanged volume
of output may result in a decrease in the demand for labour.

When the productivity variable is introduced, (4.59) becomes

(460) : ] Nd = co TCI (w/p)cz Tps) 61 >O: 62; 63 < O

No a priori restrictions will be imposed on the elasticities of the demand for
labour with respect to the volume of output, the real wage level or the pro-
ductivity of labour.

21. M. L. Napmr1 ”The Effects of Relative Prices and Capacity on the Demand for
Labor in the U.S. Manufacturing Sector”, Rev. Econ. Stud., July 1968.
22, See also footnote 5 on p. 22.

45

—



4.4. THE SUPPLY OF LABOUR

Empirical models usually include the supply of labour as an exogenous vari-
able.28 This is due to two different reasons. First, the results obtained in the
rare cases where attempts have been made at an empirical determination of
supply of labour functions have been rather discouraging. G. TINTNER, for
example, who tested the empirical legitimacy of the homogeneity assumption
concerning the classical supply of labour function, obtained a negative sign
for real wages, instead of the positive sign suggested by a priori assumption.?
Secondly, the view has been rather wide-spread that the supply of labour
bears a comparatively constant ratio to the total population and changes
only slowly, as a result of changes in certain non-economic factors. DUESEN-
BERRY, for example, states that »labour-force participation rates are largely
determined by social attitudes, by techniques of production, and by economic
factors which are only indirectly related to the balance of supply and demand
in the labour market, e.g. the effect of the level of real income on the school
leaving and retirement ages.»?? )
Duesenberry’s view also finds support in some empirical studies.?® On the
other hand, there are research results suggesting that short-term changes,
- dependent on a variety of factors, do occur in the number of those willing
to work. This observation has provided a stimulus for some empirical studies
in which special efforts have been made to explain short-run variations in the
“supply of labour.?” One of these rare attempts to endogenize the supply of
labour function, known to the present writer, is that made in connection
_with the above-mentioned Brookings model.2® In that study, unemployment,
the weekly hours worked and the outstanding amount of consumer credit,
for example, were used to explain the labour force participation rate. The
use of unemployment as an explanatory variable should be commented on
briefly in this context. For one thing, it is by no means obvious on a prior:
grounds which sign this variable can be expected to have in the supply of
labour function, since it is possible to distinguish influences operating in
both directions. Lack of employment opportunities may be assumed to in-

23. The Klein—Goldberger model, for example, is such.

24. G. TINTNER oOp. cit. )

25. J. S. DuesenBerRY Business Cycles and Economic Growth, New York 1958, p. 310.

26. See C. D. Long The Labor Force under Changing Income and Employment,
NBER, Princeton 1958.

27. See, e.g., L. Hansen ”The Cyclical Sensitivity of the Labor Supply”, Am. Econ.
Rev., June 1961, pp. 299—309.

28. S. LeeergorT “The Labor Force and Marriages as Endogenous Factors” in The
Brookings Quarterly Econometric Model of the United States, ed. J. S. Duesenkerry et al.,
Chicago—Amsterdam 1965. ’
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fluence some marginal workers in such a way that they do not appear in
the labour market at all. On the other hand, the unemployment of one fa-
mily member may induce other family members who have not previously
belonged to the labour force to seek employment. In some recent studies
efforts have been made to consider these so-called »discouraged worker» and
»additional worker» hypotheses separately, by choosing variables by means
 of which the influences running in the opposite directions could be accounted
for.29 However, when the supply of labour and unemployment are related to
each other, an undesirable element of simultaneity is introduced into the
model, since not only the demand for but also the supply of labour, i.e., the
variable to be explained, is among the determinants of unemployment. Fur-
thermore, the operational content of the unemployment variable is almost
the same in this model as that of the variable measuring the average hours
worked per week — both being variables describing the cyclical situation.
Nevertheless, the variable describing the average weekly hours can also be
assumed to have an effect that is independent of the cyclical situation, since
as the result of a reduction in weekly hours worked more labour may be
hired with the object of keeping the labour input unchanged. Here, however,
unemployment is influenced through the demand for labour, and a negative
sign could be expected in this case.

The significance of the supply of labour function will remain slight unless
it is possible to have the causal chain run not only from the demand for labour
to the other endogenous variables via the other equations of the model, but
also from the other endogenous variables to the supply of labour. If the
demand for labour were expressed solely as a function of explanatory variables
similar to those included in the Brookings model, the causal relationship
would remain one-sided, since these variables are exogenous from the stand-
point of the present model. The supply of labour obviously depends on the
growth of the population, and since the function to be constructed here is
intended to explain changes in the labour force rather than variations in the
number of those willing to work, it is legitimate to include total population
as one of the independent variables in the supply of labour function.?® To
arrive at a two-way causal relationship between the supply of labour and
the other endogenous variables of the model, the real wage level can be
introduced, on the basis of the classical supply function of labour, as a second
independent variable, so that the supply of labour function will read

29. See K. Stranp & T. DernserG “Cyclical Variation in Civilian Labor Force Par-
ticipation”, Rev. Econ. Stat., Nov. 1964.

30. It should be pointed out that the inclusion of a variable measuring population
growth also introduces certain long-run effects into the model.
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(4.61) Ne = 4,V (wfp)h,  dydy >0,

where V = the population of working age.

The introduction of a variable describing changes in relative prices (w/p)
means in itself that the supply of labour is assumed to be homogeneous with
respect to prices and wages. The empirical studies carried out also suggest
that the attitudes of those willing to work are sensitive to changes in demand
conditions, with the result that pgrf of the labour force may fail to offer
itself in the labour market, while others may be increasingly willing to seek
employment. To be able to measure the net effect, some attitude variable
has to be included in the model; yet, to avoid undesirable simultaneity, this
variable should be chosen in such a way that, rather than reflecting demand
conditions on the labour market, it will describe those on the commodity
market. The model (4.61) will then be replaced by

(4.62) N = d, Vi (wlp)% (X T°)%,

No a priori restrictions will be imposed on the parameters. No assumptions
can be made concerning their order of magnitude, except that the elasticity
of the supply of labour with respect to the total population is likely to be
almost unity in the long run, whereas its elasticities with respect to relative
prices and the attitude variable are likely to be rather small. The sign of the
elasticity of the supply of labour with respect to relative prices is assumed to
be positive a priori, whereas the sign of its elasticity with respect to the attitude
variable is left to depend on the statistical estimation of the model.

4.5. EXCESS DEMAND IN THE GOMMODITY MARKET

The commodity market plays a rather passive role in this study, in the sense
that the model will not include any commodity demand or s;uppiy functiqhs.
Since, on the other hand, the price equation involves the excess demand for
commodities as an explanatory variable, a closer consideration of the rela-~
tionships prevailing in the commodity market is regarded as appropriate at
this point because, among other things, an operational counterpart has to be
found for this concept of excess demand. ) )

What makes this task difficult is principally the fact that the demand for
and supply of commodities are ex-ante variables or »desired» quantities.®-
Thus, the excess demand for commodities is the difference between two ex

31. See, e.g., B. Hansen A Study in the Theory of Inflation, London 1951, p. 22.
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ante variables and, hence, an ex anie variable itself. The statistical data avail-
able on ex ante variables is quite scanty, however, and they must therefore be
replaced by suitable ex post variables in empirical investigations.

The statistical data available on output represents the result ofan interaction
of the decisions taken by decision units on the demand and supply sides.
When there is excess demand, the realized output exceeds the desired
supply but falls short of the desired demand, and when there is excess supply
vice versa. Hence, the realized output is likely to be somewhere between de-
mand and supply. .

If the process of adjustment is such as was assumed when the theoretical
model of this study was constructed, realized output equals demand-in the
case of excess supply and supply in the case of excess demand.

If it were legitimate to assume that realized output always equals demand .
and that the difference between demand and supply can always be bridged
by either increasing or decreasing stocks, the ratio

- : output + change in stocks

output
could be used as a measure of the excess demand for commodities.

The numerator of this expression would then be demand and the denomi-
nator would be supply. The available observational data is, however, too
deficient to permit the application of such an indicator of excess demand.

It has also been suggested that a variable based on unfilled orders might
be used as a basis for the construction 'of the demand variable.3? The available
data does not, however, permit the application of this procedure either.

A variety of feasible operational solutions for the problem have been
proposed in the literature. These are based in the ‘main, on the following
two additional -hypotheses:

(a) Excess demand for commodities is an increasing function of ‘excess
demand for labour. :

(b) Excess demand for commodities is an increasing function of the degree
of capacity utilization., ‘ ‘ o e

Dicks-MireaUX’s study of the United. Kingdom:. economy and NEILD’s
study of-industry in the United Kingdom; for. example, are based on Hy-
pothesm (a).38 The results of both studies suggest that the effect of excess

32. See, e.g., E. KUH *Profits, Profit Markups, and Productlvrcy”, Study Paper
No. 15,. prepared for the:Joint Economic Committee of the United States Congress, Study
of Employment, Growth and Price Levels, Washington 1960.

33. L. A. Dicks-Mireaux “The Intefrqlationship between Cost and Price Changes
1946—1959: A Study of Inflation in Post-War Britain”, Oxf. Econ. Papers, Oct. 1961; and
R. R. Newp Pricing and Employment in the Trade Cycle, London 1963, pp. 267— 292.
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demand on the price level is quantitatively slight. Moreover, the excess
demand variable constructed in this way obtained a negative coefficient in
both studies, contrary to the a priori assumptions advanced.3*

An argument put forward by Neild in support of the use of an indicator
of excess demand for labour as the operational counterpart of excess demand
for commodities is that the pressure of demand for labour can be assumed
to move closely in line with the pressure of demand for products.

This assumption need not, however, necessarily be tenable where demand
and supply in the commodity and labour markets are subject to considerable
exogenous influences, so that they may move in opposite directions.

Several studies based on Hypothesis (b) have been carried out.?® Epvin
" Kum measured the degree of capacity utilization by means of the ratio between
current output and the maximum output achieved during,the last cyclical
upswing. To obtain a capacity variable related to the current period, however,
this maximum output was adjusted by making allowance for the growth in
productive capacity (which averaged 3 3/4 per cent per annum over the period
of observation concerned). Kuh obtained a statistically significant positive
coefficient for this variable, according to which the excess-demand eclasticity
of the price level was 0.22.38

In the Brookings model the ratio between volume of output and capital
stock as measured at constant prices was employed as the measure of pro-
ductive capacity, and the degree of capacity utilization was measured by the
difference between this ratio variable and the trend shown by it. The de-
parture from its own trend of the ratio between stocks and output was also
tried out as the demand variable. The results obtained did not, however,
permit- positive conclusions.3? Bobkin carried out experiments with two
different capacity variables: the relative deviation of industrial output from
its 9-year geometric mean, on the one hand, and from its own trend, on

34. A similar result was also obtained by the present writer in his previous studies;
see A. MOLANDER ”Interdef)endence between Prices and Wages”, KAK No. 3, 1968.

85, E. Kug op. cit.; C. L. Scmurrze & J. L. Tryon “Prices and Wages” in The
Brookings Quarterly Econometric Model of the United States, ed. J. S. Duesenberry et al., Chi-
cago—Amsterdam 1965; W. J. Yorpoon, Jr. “Industrial Concentration and Price Flexi-
bility in Inflation, Price Response Rates in Fourteen Industries, 1947—1958”, Rev. Econ.
Stat., Aug. 1961, pp. 287—294; J. V. Yance ”A Model of Price Flexibility”, Am. Econ.
Rev., June 1960, pp. 401—418; and R. G. BooxiN The Wage-Price-Productivity Nexus,
Philadelphia 1966. In the last four studies, the hypothesis concerning the -asymmetry of
the responses of the price level with respect to the explanatory variables was investigated,
in addition. The results did not, however, support such a hypothesis. -

36. E. Kun op. cit. pp. 83—84.

37. C. L. Scaurrze & J. L. Tryon op. cit.
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the other. Positive, statistically significant estimates were obtained for the
variables. The excess-demand elasticities of the price level were, however,
as small as 0.06 and 0.09. Bodkin concluded that the significance of demand
variables in the explanation of variations in the price level is of a secondary .
nature®® A

Thus, previous studies are of little help when an attempt is made to
construct a demand variable suitable for the price equation of the present
study.

Initially, however, the assumption chosen as the point of departure was
that the excess demand for commodities can be measured by means of the
ratio between realized output and some output trend variable. This ratio
might also be called a measure of the degree of capacity utilization. When
quarterly observations for the years 1957—1966 were employed, the follow-
ing semi-logarithmic trend was found for total output:

(4.63) log ¥ = 1.980 + .0055¢
(.0002) R = .979

In so far as the commodity market supply can be measured by means
of this trend, which might be called the growth path of the normal” degree
of capacity utilization, there is only little scope for variation about this trend:
judging by the high coefficient of correlation, the trend fits the observations
very closely. Hence, the operational counterpart of 7/7, i.e., the ratio that
total output bears to its own trend, also shows only slight variations. Empirical
measurement can only show, therefore, how far the price level responds to
such slight variations in “excess demand”.

It should be pointed out in this context that, in the present model, excess
demand for commodities is assigned an exogenous and excess demand for
labour an endogenous role. Both variables are, however, endogenous by
nature, and only the absence of suitable statistical data makes it imperative
to consider the commodity market excess demand as an exogenous element.

The situation can, however, be remedied if a common endogenous excess
demand variable can be found for the commodity and labour markets thatis a
function of the excess demand variables of the two markets.

The model used by KLEN and his associates includes the average number
of hours worked as one indicator of total demand; in this model, variations
in this variable are explained simply by variations in the volume of output.®®

In view of the above discussion, however, the explanatory equation relevant

38. R. G. BookiN op. cit. pp. 174—177.
39. L. R. Kuemwv, R. J. Barr, A. Hazrewoop & P. Vaxoome An Econometric Model
of the United Kingdom, Oxford 1961, pp. 115-—120.
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to the present study is one in which the average number of hours worked
is a function of the individual excess demand variables or, in symbols,

(4.64) h=f, (NYN)L(YL)h, f1<0,f, > 0.

The assumptions concerning the signs require a few words of explanation.
Variations in the average number of hours worked measure the variation in
the degree of labour utilization. Total labour input can be increased, there-
fore, either through increasing the degree of labour utilization or through
raising the employment rate; if labour input remains the same and the
first is increased, the second must decrease, and vice versa. The estimate of the
elasticity f;, corresponding to the labour market excess demand must have
a negative sign.

The elasticity of & with respect to the commodity market excess demand
variable can, by contrast, be expected to have a positive sign. If the degree
of labour utilization and commodity market excess demand are considered
as theoretical variables, the direction of the dependence between these two
is not self-evident, although it is obvious that the degree of labour utilization
rises as the excess demand for commodities increases, and vice versa. On the
other hand, the problem is easier to approach when the operational counter-
parts of these variables are in question. The operational counterpart of
7% 7* employed here also measures the degree of productive capacity utili-
zation; the degree of labour utilization can then be expected to change in
the same direction, at least in the short run, as the degree of productive
capacity utilization.
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5. EMPIRICAL PARTIAL ANALYSIS

5.1. GENERAL REMARKS

Every econometric model necessarily represents a compromise of one sort or
another. The present study is no exception to this rule, particularly as the
theoretical variables of the model have to be replaced by operational variables
bearing only a more or less close resemblance to them. Moreover, a number °
of simplifications must usually be introduced. Here, for example, the com-
modity market demand and supply situation is assumed to be an exogeneous
element of the model. It is hard to infer a priori how closely the operational
variables selected correspond to the theoretical variables, and thus it will be
difficult to appraise the goodness of the empirical results. The following criteria
will be eniployed here:

(1) In order for a variable to be included in the final model, the estimate of
its corresponding parameter has to be statistically significant.

(2) The signs of the parameter estimates have to be consistent with the a prior:
assumptions.

(3) The numerical values of the estimates have to be reasonable with respect
to their order of magnitude, in the sense that, when the model is considered
as a whole, they do not lead to unreasonable final equations.

(4) The multiple correlation coefficient for each individual equation has to
deviate significantly from zero.

To arrive at a »readable» model, the following additional criteria were
introduced:

(5) The number of variables in the total model should be the smallest possible,
primarily in the sense that those variables that contribute merely margi-
nally to the explanation, or are otherwise irrelevant to the problem in
hand, are to be excluded.

(6) The variables should be manipulated to the smallest extent possible.

The data employed consisted of quarterly figures for the Finnish economy
from the years 1957—1966. In a sense, it would have been more appropriate
to use the years 1958—1966 as the sample period, since certain figures as-
sociated with the behaviour of the labour market are available only from
the beginning of 1958. Nevertheless, in order for the effects of the devaluation
of the Finnmark effected in autumn 1957, to be reflected clearly enough
in the data, it was considered preferable to include the year 1957 and to
employ crude estimates where statistical labour market figures were not
available®

1. The statistical data and the sources of data are presented in Appendix III.
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The use of quarterly observations necessitated facing the problem of
seasonal variations. Since comparatively little is known for the present about
how far the various mechanical methods of seasonal adjustment leave the
other components of a time series unchanged, it seemed preferable to use
original rather than seasonally adjusted statistical time series in the study.
Hence, in order to allow for seasonal variations, explicit seasonal variables
S, (i = 1,2,3) were introduced into the equations of the model as additional
independent variables; of these, $; obtained the value 1 during the first
quarter and was equal to zero in the other quarters, S, obtained the value
1 in the second quarter and equalled zero in the other quarters, etc. The
seasonal components in the fourth quarter were allowed for by the constant
parameters of the equations.

Exponential functions, linear in logarithms, were employed, because
some preliminary experiments had suggested that these were superior to
ordinary linear functions. The sharply rising trends shown by prices, wages
and output during the sample period also suggested the use of functions
linear in logarithms. On the other hand, since many of the equations were
non-linear in the variables even when functions linear in logarithms were
employed, it was considered advisable, even at the estimation stage, to use
a functional form the analytic properties of which would facilitate the anal-
ysis of the economic and economic-policy implications of the model and
that of its dynamic properties. )

At this stage the model will be considered equation by equation. Only in
the next chapter, when the partial analysis of the present chapter has led to
the discovery of satisfactory structural components, will the model be con-
sidered as a whole and estimated simultaneously.

5.2. THE PRICE EQUATION

Initially, the following stochastic basic equation, resting on the hypothesis
(4.29) advanced in Chapter 4, was estimated:

(5.1) p=a,(w)s(T)%(t)s(VV*)%d

a, 23> 0, ay, a, <0,
where p = the price index of gross domestic product at factor cost, w®=
the index of the earnings level of wage and salary recipients, 7 = the pro-

ductivity of labour, as measured by the ratio of gross domestic product at
factor cost to total labour input, #* = the unit value index of imports, ¥%/1",.
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= the volume of gross domestic product as divided by its own exponential
trend, u; = the error term and ¢ = the base of natural logarithms.

The result obtained by estimating the equation by the ordinary method
of least squares was?

(5.2) Inp = 1.829 4+ .626 In w* — 046 In T + .052 In '

(18.650) (.720) (.316)
— 143 In (YY7*) + .002 S; — .012 S, - .025 S,
(3.058) (.383) (2.218)  (4.150)

R =.996 D—W = 1.807

Only the estimates of the coefficients of the earnings level and excessdemand
variables were both statistically significant and consistent with the a priors
assumptions in respect to their signs. The signs of the estimates of the coef-
ficients of the productivity and import price variables were also consistent
with the respective a priori assumptions, but they did not differ statistically
significantly from zero. A

To improve the result, attention was first given to the import price vari-
able #*. Two components, namely, the unit value index of imported raw
materials and that of imported investment goods, denoted respectively by
4" and f%, were singled out. The first was assumed to influence the general
price level through variable costs and the second through fixed costs.® Ex-
periments were carried out under alternative assumptions concerning these
new import price variables and the demand variable 7?/7*: they were sup-
.posed to affect the general price level either without lag or with a lag of two
guarters. The results are given in Appendix I Table 1 (equations (5.3) —
(5.9)). - :

The results provided certain suggestions that were helpful in further ex-
periments. They indicated, first, that the interdependence of #* and p*
seemed to make it difficult to separate out the independent effects of these
variables. Secondly, the unlagged demand variable obviously correlated at
least with the wage variable, for the estimate of the coefficient of this vari-
able was statistically more significant always when the variable occurred in

2. The ¢ values for the parameter estimates are given in brackets. R is the coefficient,
of multiple correlation and D — W is the Durbin—Watson autocorrelation test variable.
The calculations were carried out by employing the electronic computers of the Bank of
Finland, the Massachusetts Institute of Technology and the Finnish Cable Company.
The computer programmes employed did not differ appreciably from one another.

3. Variations in fixed costs reflect long-run effects. Only the shock effect of devalua-
tion on this variable justified its inclusion in the model. ’
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the equation with a lag, as compared with cases where it was unlagged. To
solve the problem presented by the import price variables they were weighted
together, by employing as weights the 1962 shares of raw materials and
investment goods in imports. The weight assigned to " was 0.61 and that
assigned to p” was 0.39. Appendix I Table | also reveals that the estimates
of the parameter corresponding to the import price variable thus obtained
differed more significantly from zero when the variable was lagged by two
quarters than in cases where it occurréd in the model without a lag. The
result obtained when both the new import price variable ™ and the demand
variable ¥%/7* were lagged two quarters was as follows:

(5.10) Inp = 1.826 + .664 ln w* — .183 In T + .122 Inpi™
(11.941) (20.127)  (2.721) - (4.271)
— 022 In (¥9Y°)_y + 003 S, — 015 S, + .022 S,
(.301) (500)  (2.706) (3.731)
R = .99  D—W =176l

Here the estimates of the parameters corresponding to the economic
variables, except the one corresponding to the demand variable, were statis-
tically significant. The same was true for parameters corresponding to seasonal
variables other than ;.

Inspection of AppendixI Table 1 further reveals, that — as a result of the
intercorrelation of excess demand and productivity — the unlagged demand
variable 79/¥* obviously assumed the role of a productivity variable in the
price equation. To shed additional light on this point, a few equations were
estimated in which the lags of both the productivity variable and the demand
variable were varied. The results, which are set out.in Appendix I Table 2
(equations (5.11) — (5.12)), did not, however, permit definitive conclusions.
The explanatory power of the productivity variable is obviously greatest when
it appears as unlagged in the price equation. One further experiment was
carried out to explore the part played by excess demand as a determinant of
the price level. An attempt was made to supplement the picture provided by
equation (5.10) by replacing (7%/¥*)_, by another variable, %, which measured
changes in the average number of hours worked (= the degree of labour
utilization).* The empirical counterpart of this variable was formed by dividing
the index of labour input by the index of employment. The result of the
statistical estimation was as follows:

4, Statistical data on % were available only from 1958. Thus it was necessary to resort
to extrapolation to obtain figures for 1957. For details, see Appendix IIT A.
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(5.13).  Inp = 1.851 + 666w — .190 in T -+ .126 Inpi™
(2.036)(17.858) (2.822)  (4.853)
— 005 In k + .003 §; — .015 S, + .022 S,
(.024) (421)  (2.206) (1.723)

R = 996 D—W = 1.732

This result hardly differs from that yielded by equation (5.10). The final

choice between these two equations was therefore left to depend on the results
of the analysis of the other equations in the model. A further question may,
however, be raised at this point: Is the lag in the variable »* in the price
equation correctly chosen? To find an answer to this queslion, lags of one and
two quarters were tried. '
' The statistical analysis carried out did not permit definitive conclusions:
although the significance level of the estimate of the parameter corresponding
to »® was lower, the longer the lag, the degree of explanation did not seem to
alter, no matter how the lag was chosen. To obtain additional information the
observations were transformed to logarithmic differences in such a way that,
in the case of each quarter of every year, the changes relative to the corre-
sponding quarter of the preceding year were computed. The variable w® was
assumed to influence the general price level either without lag, with a lag of
one quarter or with a lag of two quarters. The results were as follows:?

Dependent variable A In p

Equa-
tion Alnw® Alhw' |, Alnw' , AT Aln plﬁ“z’ Aln h R D—W
(5.14) 710 —.247 093 —.505 .761 1.405
(10.867) (2.547) (3.332) (1.891)
(5.15) .618 —.139 133 —338 462 1.280
(6.947) (1.044) (3.604) - (.922)
(5.16) 586 —.022 160 —.096 130 975

(5.680)  (.157) (3.984)  (.249)

These results support the hypothesis that w® affects the general price level
without a lag.

When A In(Y9Y*)_, was substituted for A In £ in (5.14) — or, in other
words, when an equation obtained from (5.10) by transformation to first
differences was estimated — the result was as follows:

5. These equations were estimated with the computer of the M.I.T. For some reason,
unknown to the writer, the degree of explanation obtained was somewhat higher when
they were re-estimated by employing the computer of the Finnish Cable Company. Howev-
er, the estimates themselves were equal. Cf. column 9 of Appendix I Table 8.
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“¢5.17) Alnp = 653 Aln w* — .155 Aln T + .073 Alnp ™%

(11.701) (1.873) (2.431)
— 173 Aln(Y9rs)_, R =.956 D—W =1553
(2.236)

The results obtained are compatible with those reported by a number of
other students. Results obtained in a few previous studies are given in Table 1.
For comparability, only results expressible in terms of elasticities are included
:in the table.

Table 1. Estimates of elasticities obtained in selected price studies®

L2 3. 4. 5. 6. 7.
(5.13) (5.14) Klein— Dicks- Sargan Perry Bodkin
Ball Mireaux
“Elasticity of price level,
-with respect to wage level .666 .710 .460 350 795 466

-productivity -.190 -247 —  -520 -110 — 995
“prices of imported raw

.materials 126 .093 220 200 .198  .344 297
-demand or degree of .

~capacity utilization -.005 -505 — — — -.610 .060
.R? » (.993) .579 992 .950 — 921 .991

The elasticity figures yielded by the various studies are clearly similar, in
-the sense that the relative importance of various factors in the determination
-of the price level does not differ greatly from one case to another. This is so,
~despite the fact that the estimates are based on data for three different coun-
‘tries. Moreover, there are differences in coverage, in the construction of the
~explanatory variables and in lag patterns. Finally, the sample periods differ

6. The elasticities given in columns 2, 4 and 7 were obtained from equations estimated
“by transforming the variables to first differences, whereas those in the other columns are
“based on untransformed equations. The figures in columns 1 and 2 are results yielded by
-the present study and based on Finnish statistical data; those in columns 3 to 5 were es-
-timated from data for the United Kingdom; and those in columns 6 and 7 from data for
-the United States. The following sources were drawn on: L. R. Kiex, R. J. Bary,
_A., Hazrewoop & P. VanxpoME An Econometric Model of the United Kingdom,
Oxford 1961, p. 99; L. A. Dicks-Mireaux »The Interrelationship between Cost
.and Price Changes, 1946—1959, A Study of Inflation in Post-War Britain», Oxf. Econ.
.Papers, Oct. 1961, p. 272; J. D. SarcaN »Wages and Prices in the United Kingdom:
_A Study in Econometric Methodology» in Economeiric Analysis for National Economic
_Planning, London 1964, p. 46; G. L. PErry Unemployment, Money Wage Rates and
Inflation, The M.LT. Press 1966, p. 92; R. G. Bookin The Wage-Price-Productivity
‘Nexus, Philadelphia 1966, pp. 175, 185—186.
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from one study to another. It is reasonable to assume that not only the estimate
of the parameter corresponding to the demand variable but also other param-
eter estimates may be affected by cyclical fluctuations typifying the sample
period. Elasticity figures estimated from quarterly data and those computed
from annual data are also likely to differ;? and the import-price elasticity of
the general price level depends on the proportion of raw-material consumption
accounted for by imported raw materials.®

The estimates of the elasticity of the price level with respect to demand
were, however, considerably at variance with one another. Therefore, a few
comments are called for. The estimate obtained by PERRrY is closest to the one
arrived at in this study by estimating the equation in difference form. Perry
interprets the variable corresponding to this elasticity figure as an indicator of
the degree of capacity utilization; and since this variable describes shifts from
one typical cost curve to another, it should presumably have a negative sign.’
Perry’s interpretation can also be applied in the present study: entrepreneurs
were facing the declining portion of the cost curve during the sample period
and, hence, the rising degree of capacity utilization enabled them to benefit
{from increasing returns to scale and to cut prices.

5.3. THE EARNINGS LEVEL EQUATION

The analysis of the determination of wages was based on the hypothesis (4.47)
introduced in Chapter 4. The general level of earnings of wage and salary
recipients, w’, was chosen as the wage variable and the following basic model
was employed as the point of departure:

7. The elasticities given in columns 4 and 7 are based on annual data. As is suggested
by the figure obtained by Dicks-Mireaux, the elasticity of the price level with respect to
productivity tends to be greater in absolute value if it is estimated from annual rather
than from quarterly data. The same is suggested by previous computations of the present
writer; see A. MoLANDER op. cit., pp. 6 and 10. Bodkin did not estimate the elas-
ticities of the price level separately with respect to the wage level and productivity; his
elasticity figure indicates the elasticity of the price level with respect to wage costs per
unit of output. ’

8. In the two studies relating to the United States, a general index of raw material
prices, rather than one of the prices of imported raw materials, was employed.

9. Perry’s price equation also included a separate demand variable, and he employed
changes in this variable to measure changes in the degree of capacity utilization. See
G. L. PERRY op. cit., pp. 90—91. The present writer obtained in his previous studies a po-
sitive, statistically significant estimate for the parameter corresponding to the variable
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(5.18)  wf == b phr(T)Pa(p* )P (NN )Picts,
bl: bzaba > Oa b4< O;

where p* is a variable indicating the deviation of the cost of living index from
the index of gross domestic product or that of the general price level (p* =
°[p, where p° = the cost of living index); N¢ = the demand for labour and
N* = the supply of labour, so that N/N° = excess demand for labour; and
u, = the error term. The result obtained by estimating (5.18) was

(5.19) Inw =—2.642 4+ 1.690 Inp ~— .017 In T 4 1.026 In p*
(20.943) (.162) (6.599)
-+ 2.898 In(N¢N°) 4 .029 S, + .012 S, —.012 S,
(4.160) (2.811)  (1.777)  (1.613)

R = .998 D—W =1.014

It should be pointed out, first of all, that the value of the test variable D—W
was low, suggesting the presence of autocorrelation between the residual terms.
A more notable feature of the estimated equation is, however, that the param-
eter estimates corresponding to the excess demand and productivity variables
had «wrong» signs. The latter estimate did not, however, differ significantly
from zero. To find out whether these results were due to interdependences
between the explanatory variables, the influence on these parameter estimates
of the specification of the lag in the price variable was first considered, by
assuming that the lag was either one or two quarters. As appears from Appendix
I Table 3 (equations (5.20) and (5.21)), however, the results did not alter the
picture given by equation (5.19). Yet the statistical significance of the param-
eter corresponding to the price variable was found to be greatest when this
variable was in unlagged form. Following this, some experiments were carried
out in which the lags of the productivity and demand for labour variables were
varied. The results are set out in Appendix I Tables 4 and 5 (equations
(5.22)—(5.25)).

The signs of the parameter estimates corresponding to the productivity and
excess demand variables remained, however, incompatible with the a priori
assumptions, no matter how the lag of the former was specified. On the other
hand, when the lag in the latter variable was increased, statistically significant

Y4)¥s when the sample period consisted of the years 1957—1962. This period, except
for its closing years, was characterized by a very strong cyclical upswing; see, e.g.,
A. MoLANDER »Interdependence between Prices and Wages», KAK No. 3, 1968. It should
also be stated that, when equation (5.13) was estimated from data for 1958-—1966, a posi-
tive estimate significantly different from zero was obtained for the parameter correspond-
ing to the variable k., The estimate of the parameter corresponding to the import price
variable had a negative sign, but it did not differ significantly from zero.
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estimates of the parameter corresponding to the productivity variable were
obtained, their signs being now consistent with the a priori assumption. Obvi-
ously, therefore, the parameter estimates corresponding to the productivity and
excess demand for labour variables were distorted when both were simulta-
neously included in the earnings level equation.

By substituting the variable % for V?/N* it was considered possible to avoid
this distortion of parameter values resulting from multicollinearity.1

When N9/ N¥ was replaced by % in (5.19), the estimation result was as fol-
lows:

(5.26) Inw' ——5.928 + 1.297 In p + .358 In T + .834 In p*
(5.210) (18.767) . (4.791)  (5.071)
1632 In b+ .004 S, + .033 S, + .025 S,
(2.453) (474) (3.668)  (1.353)

R = .997 D—W = .809

“In this case all estimates of parameters corresponding to economic variables
differed significantly from zero and their signs were consistent with the assump-
tions advanced. On the other hand, the low value of the D—W test variable
suggests that the residual terms were still autocorrelated.

~ To discover whether there is likely to be a lag between changes in the
price level and those in the level of earnings, transformation to logarithmic dif-
ferences was resorted to. The results of estimation obtained with the unlagged
values and with values lagged one quarter and two quarters respectively were as
follows:1?

Dependent variable In w® .

Equa-
tion Alnp Alnp_, Alnp_, AlnT  Alnp* Aink R D—W
(5.27) 1.078 .526 .389 977 758 1.024
(13.314) (6.130) (2.558) (3.391)
(5.28) 1.079 .488 457 .981 .667 1.465
(11.431) (4.847) (2.711) (2.969)
(5.29) 1112 400 514  1.095 .489 1519

(9.224) (3.105) (2.680) (2.815)

10. The coefficient of correlation between in T and I (NYN*) was .520, whereas
In T and In h correlated only to the extent of .195.

11. It should be recollected that, as was argued in the preceding chapter, % is a de-
creasing function of N9/N*. Hence, as the wage level was assumed to be a decreasing func-
tion of N9/, it is an increasing function of .

12. The lag assigned to A In p* was in each case the same as that assigned to A in p.
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This experiment also supports the hypothesis that p affects w® without
a lagl® 4

The results of the estimation of the transformed equations corresponding
to (5.19) and (5.22) were as follows:

(5.30) Alnw’ = 011 + 1210 A mp + 111 Aln T 4+ 540 A ln p*

(6.306) (.876) (3.308)
+ 1.932°A In (N9N¥)
(2.755) R =.726 D—W = .870
(5.31) Alnw = .015 4 1.114Alnp + 171 Aln T + 484 A In p*
(7.208) (1.607) =~ (3.336)
+ 1.318 A ln (NYN*)_,
(3.716) R =.770 D—W = 851

The results show that the correlation between 7 and NY/N°® persisted
even after transformation to first differences (A iz T.and A In N/ N* correlated.
.393); in consequence, the coefficient of A In T did not differ very signifi-
cantly from zero. ,

It is difficult to find support for the above results in studies conducted
elsewhere, since most of these have followed the lines blazed by Phillips
and analyzed the dependence of changes in the wage level on the level of
excess demand for labour. Selected estimates of the elasticity of the wage
level with respect to the price level, and with respect to the productivity of
labour in cases where such have been available, are, however, given in

Table 2.14

13. It is of some interest to note at this point that estimates greater than unity were
obtained for the price-level elasticity of earnings level, though these did not differ signifi-
cantly from 1. This suggests, however, that during the period under study there was a
. tendency for changes in the level of earnings to »overcompensate» those in the price level.
When attempts are made later in this study to explain changes in the level of negotiated
wage rates in terms of changes in the price level, elasticities smaller than unity are
obtained. In other words, there was a tendency for negotiated wage changes to under-~
compensate price changes. ’

14. The elasticities in columns 1 and 6 are based on results of untransformed equations,
whereas those in the other columns are based on equations iransformed to first differences.
The figures in columns 1 and 2 are results of the present study and estimated from Finnish
data; those in columns 3 and 4 are based on data for the United Kingdom and those in

_columns 5 and 6 on data for the United States. The following sources were used: L. R.
KreN, R. J. BALi,, A. HazrEwoop & P. VANDOME op. cit., p. 115; L. A. Dicks-MIREAUX
op. cit., p. 217; G. L. PErrY op. cit., p. 92; and R. G. Booxkin op. cit., pp. 146—148.
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Table 2. Estimates of elasticities obtained in selected wage studies

1. 2. 3. 4. 5. 6.
(5.26) (5.27) Klein— Dicks- Perry Bodkin:
Elasticity of wage Ball Mireaux
level,’5 with respect to .
price level 1.297  1.079 .821 410 .367 .969
productivity .358 .526 — — — 312
R? .994 .575 — 910 .870 .845

The estimates obtained by Bopxin seem to agree best with those arrived:
at in the present study. Those obtained by Krein’s group did not, however,.
differ greatly either from Bodkin’s or from the present writer’s estimates 16
On the other hand, the elasticities reported in the other two studies (those:
of Dicks-MirEAUx and PERRY) are considerably lower.

When the order of magnitude of the above elasticity figures is considered,.
the fact of whether or not the possible influence of the productivity of labour
was also attended to should be taken into account. The price-level elasticity of~
the wage level obtained by Bodkin was less than unity, but the result is not
open to objection, because the elasticity of the wage level with respect to:
productivity was separately estimated. On the other hand, in the remaining-
three previous studies the influence of productivity was not taken into con-—
sideration; hence, according to them, real wages may decline as the price
level rises, even if the productivity of labour is simultaneously increasing.1”

5.4. THE ACTIVITY EQUATION

When price and wage equations were constructed, it was found possible to-
improve the properties of the model by replacing the commodity and labour-
demand variables by a single variable describing variations in the average:

15. The elasticity estimate obtained by Klein and his associates (column 3) relates to-
wage rates. All the others are elasticities of the level of earnings.

16. The estimate in column 3 is most nearly comparable to the estimate of the price--
level elasticity of negotiated wage rates that will be presented in Section 5.6; this estimate-
is .867. ’ '

17. When hypotheses were derived for this study in Chapter 4, the assumption was.
advanced that the elasticities of the wage level with respect to the price level and pro--
ductivity are likely to equal unity at least in the long run.- The writer’s previous studies.
based on annual data have, in fact, resulted in estimates of the elasticity of the wage level.
with respect to productivity that have not differed significantly from unity; see:
A. MOLANDER oOp. cit., p.7.
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number of hours worked. A necessary condition for such a replacement was
found to be, however, that an equation can be constructed which represents
the new common demand variable as a function of the original demand
variables. In the tentative experiments carried out, the productivity variable
occurred in the equation as a further explanatory variable. Thus, .the point
of departure was the following basic equation:

(5.32) Inh =f0(Nd/Nx)f1(T’1/T’)f§ T s e%, f1<<0, forfs>0.
The result of estimation was as follows:

(5.33) Inh = 4.132 — 1.386 in (NYN*) + 313 In (Y9V*)_,
(3.047) (4.346)
4 111 in T — 035 S, — .017 S, — .068 S,
(5.480) (5.274)  (3.689) (14.445)

R = .930 D—W = 1.365

All the parameter estimates differed significantly from zero and had signs
consistent with the a priori assumptions. When the variables in the basic
equation (5.32) were transformed to first differences, the productivity va-
riable lost its explanatory power.!® The parameter estimates obtained by
omitting the productivity variable were

(5.34) Alnh =— 836 A ln(NYN) + 214 A In(YYT*)_,
(3.055) (4.276)
R = 567 D—W = 1.281

5.5. A NOTE ON WAGE DRIFT

The determination of prices and wages was considered in the foregoing sec-
tions in terms of certain explanatory models. Analysis of these models did
not, however, suggest the existence of lags between prices and wages. With
a view to examining the dynamic properties of* the model, lags would have
been desirable; and preliminary experiments suggested in fact that, if the
earnings level equation is replaced by one describing variations in nego-
tiated wage rates, there seems to be a lag of one quarter between wages and

18. The following parameter estimates were obtained:
(5.35) Alnh =—.892A In(NYNs) - 219 A In(Y975) _y + 04 AT -
(2.825) (4.156) (.369)
R = 589 D—W = 1.155
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prices. The »wage drift» concept, defined here as the ratio between the lev-
el of earnings and the level of negotiated wage rates, or as the logarithmic
difference between these two, made it possible to relate the first to the sec-
ond. In symbols

(5.36) Inw® —Inw = wage drift,

where w* = the general level of earnings and w" = the level of negotiated
wage rates. Conversely, if wage drift and the level of wage rates are known,
the level of earnings can be obtained by finding the sum of the logarithms
of these two. Finnish statistics do not, however, contain sufficient data for
determining movements in the general level of negotiated wage rates. Thus
it was necessary to construct a special index for the purpose, based on the
available information concerning collective wage agreements. As this data
was deficient, it was necessary to accept an indicator which reflected the
movement of negotiated wage rates in certain key sectors only.'?

Since both components of the earnings level are endogenous, it is necessary
for us to have an equation explaining variations in wage drift. In the next
section, however, the determination of negotiated wage rates is first analyzed
by means of an empirical explanatory equation.

5.6. THE NEGOTIATED WAGE RATES EQUATION

In the construction of this equation, the information provided by the analysis
of the earnings level equation was employed. The question of greatest inter-
est here was that concerning the length of the lag between negotiated wage
rates and the price level. To elucidate this point, negotiated wage rates
were assumed to react to price changes either without a lag, with a lag of
one quarter or with a lag of two quarters. The specifications of the equations
to be estimated were identical to.those applied in the case of equations (5.27)
~—(5.29), "except that the dependent variable was A In w” instead of A In w’.
The following estimates were obtained.20

-

19. For details, see Appendix IIT A. .
20. In each case, the lag in A In p* is of the same length as that in A In p.
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Dependent variable A In '
Equa- Alnp Alnp_, Alnp_, AlnT Ap* Alnk R D—Ww
tion ]
(5.37) 808 328 486 450 743  1.399

(11.907) (4.557) (3.811) (1.863)

(5.38) 833 287 655 -.448 819  2.064
(14.035) (4.545) (6.176) (2.154)

(5.39) 867 220 623 544 764  2.180

(11.896) (2.826) (5.366) (2.314)

The parameter corresponding to the price variable seems to differ most
significantly from zero when the lag in this variable is specified as one quar-
ter. A similar observation applies to the coefficient of multiple correlation.

When equation (5.38) was estimated in its original form, the result was
as follows: _ .

(5.40) Inw =-—2897 + .932np_; + 211in T 4 916 np*,
(4.168)(20.084) (4.116) (8.781)
+ 487 In b 4 .020 S; + 028 5, + .029 S,
(3.092) (3.229)  (4.817) - (2.706)

R = 998 D—W = 2.001

A comparison of the wage rate equation (5.40) and the earnings level
equation (5.26) leads to certain observations of some interest. The degree
of explanation is approximately the same in both cases, and so is the relative
importance of the various independent variables. On the other hand, the.
parameter estimates are, without exception, somewhat smaﬂer in the first
than in the second equation.?®

woe

5.7. THE WAGE DRIFT EQUATION

The amount of wage drift is quite generally regarded as an indicator of
economic activity or, more specifically, as an indicator of demand in the
labour market.2? Wages actually paid tend to exceed negotiated wage rates
more definitely in excess demand than in excess supply situations. When

21. Cf. also the parameter estimates obtained for the wage 1ate equations corresponding
to equations (5.19), (5.23), (5.30) and (5.31), which are set out in Appendix I Tables 6
and 7 (equations (5.38) — (5.41)).

22. See, e.g., L. R. Kremwy, R. J. Bari, A. Hazrewoop & P. VaNDOME op. cit., p. 120.
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an attempt is made to find an empirical explanation for wage drift, it is
therefore natural to employ other indicators of variationsin demand as inde-
pendent variables. B. Hansen’s and G. ReBN’s study, published in 1956,
may be regarded as a pioneer work in the investigation of wage drift.?® The
authors hypothesized that excess demand for labour, »excess profits» and
productivity are likely to be among the determinants of wage drift. How-
ever, only the parameter estimate corresponding to the excess demand va-
riable was significantly different from zero.2* By contrast, Klein and his
assoclates arrived at statistically significant estimates not only for their demand
variable but also for their productivity variable.?s

The model selected here as the starting point was specified like the one
used by Klein and his associates, except for its mathematical form, which
was as follows:

(5.45) w'w = g, BaT*e", gy, 8, > 0.

The equation was estimated both in its original form and after transforming
the variables to first differences. The results were respectively as follows:

(5.46) In w'|w = — 7.014 + 1.011 ln h + .508 In T — .022 S,
(3.840)  (15.662) (2.276)
+.022 S, + .044 S,

(2.206)  (2.288) R = .962 D—W = 938
(5.47) Aln(w'w) = .845Alnh + 378 Aln T
(3.267) (6.191) _
' R = .745 D—W = .947

The estimates of the parameters corresponding to the two explanatory vari-
ables differed significantly from zero, irrespective of whether the equation
was estimated in untransformed or transformed form.2$

23. See B. HanseN & G. RenN »On Wage-Drift, A Problem of Money-Wage Dynamics»
in 25 Economic Essays in Honour of Erik Lindahl, Stockholm 1956.

24. The same result was arrived at in a recently published study concerning the Swed-
ish labour market; see L. Jacossson & A. Linperck »Labor Market Conditions, Wages
and Inflation — Swedish Experiences 1955—67», a paper presented at the Amsterdam
Meeting of the Econometric Society in September 1968.

25. See L. R. KiEN, R.J.Baiw, A. Hazrgwoop & P. VANDOME op. cit., pp.107—108.

26. In the study of Klein and his associates, the productivity variable failed to contrib-
ute significantly to the explanation of wage drift when the variables were transformed
to first differences. This was also the case in the present study when a constant term, de-
signed to represent the trend clearly apparent in the time series measuring wage drift,
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Various arguments can be put forward in support of the choice of inde-
pendent variables. The average number of hours worked is a very sensitive
cyclical indicator, and this makes its inclusion as an explanatory variable
in the wage drift equation reasonable. Average hourly earnings may also
vary as a result of variations in the amount of overtime worked. This also
makes the inclusion of an indicator of the degree of labour utilization in a
wage drift equation well-founded.

The inclusion of a productivity variable in the wage drift equation also
seems natural for a variety of reasons. First, productivity can be taken as
a sensitive indicator of economic activity, which is likely to influence wages
via the demand factors discussed previously. Secondly, the earnings of piece-
workers per unit of time are likely to rise as a result of technical progress
even when the rates remain unchanged.??

Wage drift can also be considered as an adjustment phenomenon. If there
is excess demand in the labour market, wage drift can be expected to occur,
since entrepreneurs have then to compete with one another for the scarce
labour force. They may be unable to hire additional workers, except at rates
exceeding the negotiated ones. Therefore, wage drift is an increasing function
of excess demand for labour. When wage drift was considered as an adjustment
phenomenon, the following basic equation was chosen as the point of depar-
ture:28

(5.48) W' = g he (NN )8, 81,83 >0.
The result obtained by estimating this equation in its original form was

(5.49)  lnwfw = —12.691 + 2.743 In b + 4.124 In(N?/N*) - .038 S,

(4.676) (3.024) - (1.593)
+.040 S, + .152 S, o
(1.539)  (3.423) R =723 D—W = .623

was introduced into equation (5.47). Obviously, the productivity variable assumed the
role of a trend variable in (5.47). Cf. L. R. KuewN, R. J. Barr, A, Haziewoop &
.P. VanpoME op. cit., p. 108.

27. Cf. L. R. Kreix, R. J. Barr, A. Hazrewoop & P. VanpoMmE op. cit., p. 77.

28. The interdependence of T and N?/N< affected the parameter estimates so strongly
in this instance, too, that exclusion of the productivity variable was found to be imperative
when the adjustment model was applied. It should be pointed out that an effort will be
made here to separate out the influence of the demand situation without resorting to round-
about methods. The variable N/ N¢ will then measure the effect of excess demand on wage
drift. The variable % is designed to measure only those effects that variations in overtime
exert on the difference between earnings and wage rates.
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When this equation was estimated after transforming the variables to first
differences, inclusion of an explicit trend factor was found advisable, in order
to account for the trend distinctly shown by the time series describing wage
drift. The result was as follows:

(5.50) Aln w'lw’ = .020 + .371 Aln k -+ .713 Aln(N¢|N¥)
(1.871) (2.152)
R = .359 D—W =970

The results obtained by following the adjustment approach were definitely
inferior to those arrived at by employing the basic equation (5.45).

5.8. THE DEMAND FOR LABOUR EQUATION

In Chapter 4, the demand for labour was initially assumed to depend on the
volume of output and the real wage level. Thus, our starting point here is the
following basic equation:

(5.51) N = ¢ T (w'[p) 2. ¢1>>0, ¢,<< 0.
The result of estimation was

(5.52) In NY = 1.695 + .226 In ¥ — .075 In(w’[p)
(6.419)  (1.197)
— 0058, + .010 S, + .016 5,
(3.000)  (5.696)  (8.415)

R — .968 D—W —1.288

Thus, a comparatively high degree of explanation was attained. The
parameter corresponding to the relative-price variable did not, however,
differ significantly from zero, although its sign was consistent with the advance
assumption. -

In Chapter 4 it was also argued that variations in productivity may alter
the relationship between the demand for labour and output. This can be
accounted for by including a variable measuring variations in the productivity
of labour as an additional independent variable in the equation, to obtain

(5.53) N = ¢, X (! [p) 2T “se"s, c5<< 0.

One difficulty associated with the construction of the productivity variable
should briefly be discussed at this point. Attempts have sometimes been made
to measure the productivity of labour by the ratio of output to employment.
However, had this procedure been applied here, equation (5.53) would have
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become definitional in nature. To avoid this pitfall, the ratio between output
and total labour input was used as a measure of productivity. This measure
was feasible here, as changes in labour input clearly differ from those in
employment.

The estimate obtained was

(5.54) In N* = 3.887 + 462 In ¥ — .080 In w*[p
(19.496) (4.736)  (1.360)
— 309 In T — .004 S; + .023 S, + .044 S,
(2.567) (.829) (5.930)  (8.790)
R = 976 D—W = 1591

The estimate of the coefficient of the productivity of labour variable
differed significantly from zero and had a sign consistent with the a prior:
assumption.

An even higher degree of explanation was achieved when the relative-price
variable was split up into its two components. In this case, however, the signs of
the parameter estimates corresponding to these components could not be given
any economically meaningful interpretation. Nor did the estimates differ
significantly from zero. The distortion of parameter estimates was a typical
multicollinearity phenomenon, for the correlation between p and »® was as
high as .990. The result of estimation was

(5.55) In N? = 4.114 + .465 In ¥ — .093 In p + .005 In w*
(19.992) (5.128)  (1.065) (.084)
— 274 In T— .007 8; + .022 8, + .046 S,
(2.429) (1.425)  (5.850)  (9.712)

R = .980 D—W = 1.834

When the variables in equation (5.53) were transformed to first differences,
estimation yielded

(5.56) Aln N = 536 Aln ¥ — .094 Aln w#[p — 371 Aln T
(6.775) (1.578) (4.377)
R = 822 D—W —1.338

5. 9. THE SUPPLY OF LABOUR EQUATION

In Chapter 4 the supply of labour was assumed. to depend not only on the
population of working age but also on relative prices and a certain attitude
variable. It was presumed that a variable indicating excess demand for com-
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modities could be selected as the attitude variable. Thus, we have to start from
the following basic equation:

(5.57) N = dVa(w [p) (115, o4
dl: dz > O:

where the new variable, V, is the population of working age. The result of
estimation was

(5.58) InN* = 2.242 + 511 in V + .026 In(w’[p) + .107 ln(YY7*) _,
' (2.832) (2.971) (.304) (2.090)
— .006 S, -+ .019.8, 4 .036 S,
©(1.261)  (4.230)  (8.229)

R = .962 D—W — 1.451

The result can be considered satisfactory, except for the estimate of the
parameter corresponding to the variable [n w®/p. Aswas to be expected, the
decomposition of In w’/p did not improve the situation in this case either; the
result was

(5:59) InN* = 424 + 992 In V— 010 In p — 077 In w*
(.340) (2.903) (.092) (.935)
+ 149 In(YY¥7)_, — 005 8, + .021 S, + .036 S,
(2.515) (1.200)  (5.310)  (7.568)
R =971 D—W = 1.551

The result of the estimation of (5.57) after transformation to first differences
_ was as follows:

(5.60)  Aln N =.700 Aln V — .067 Aln(w’[p) + .123 Aln(Y4| 1) _,
(4.331) (1.005) (3.130)

R = 454 D—W =1.239

The sign of the estimate of the coefficient of the attitude variable was positive
in both the untransformed and transformed equation. Yet, transformation to
first differences seemed to reduce the degree of explanation quite considerably,
aithough all the parameter estimates differed more significantly from zero
-than in the untransformed case. It should be noted, however, that the estimate
of the coefficient of the price-wage variable did not have a sign consistent with
the a priori assumption.?®

29. Yet, when the model was estimated simultaneously, an estimate with a sign con-
sisted with the assumption emerged; see Appendix I Table 14.
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5.10. A SUMMARY OF THE PARTIAL SINGLE-EQUATION
ANALYSIS

Some distinctive features of the line of approach followed in the foregoing
analysis should still be emphasized at this point. The criteria against which the
»goodness» of the various equations was appraised included not only the
relevant coefficient of multiple correlation but also, as usual, the statistical
significance of the estimates obtained for the parameters and the compati-
bility of the signs of the estimates with the a priori assumptions advanced. It
should be pointed out, however, that some of the results that failed to meet
the last-mentioned criterion may still be economically reasonable, provided
that other assumptions concerning the signs, different from those introduced
in this study, are also justifiable.

An effort was made to keep the number of variables, and the number of
mathematical operations applied to the variables, as small as possible. This
principle was adopted, because the »manageability» of the system decreases as
hte number of variables increases, and manipulation of the variables (e.g., the
use of moving averages) complicates the analysis of the implications of the
system.

The number of experiments undertaken in the analysis of any one equation
does not reflect the relative importance attached to it. Rather, it indicates the
degree of difficulty in arriving at a satisfactory structure. The price and wage
equations proved to be the most difficult in this respect.
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6. SIMULTANEOUS ANALYSIS

6.1. COMBINED HYPOTHESES AND SIMULTANEOUS ESTIMATION

The foregoing partial analysis revealed, in particular, that the influence of
excess demand on the wage level was difficult to separate out by a direct
method. The application of an indirect method, again, presupposes the
construction of a simultaneous model. The results of partial analysis are,
however, compatible with a variety of interpretations. It is essential, therefore,
to select the relationships to be included in the simultaneous model in such a
way that they are mutually consistent and form a logical whole.
The model to be estimated simultaneously was chosen as follows:

(6.1) p = a, @) (T)(p") 2, s,  a5,85>0, ag,0,<0

(6.2) W = b,(0)"1 (T)(4*) 5 s, bubobaby >0

(6.3) wlw = g JE (NN Eae"s, 81,850

(6.4) R (N [N )5 (147 2 s, f1i<0, f2>0

(6.5) N = ¢, Vou(w[p) “s(T) s, 61 >0, ¢y,¢3<<0 i
(6.6) N = d V(o) (XY 55", dyydyydy >0

It includes six endogenous variables, six exogenous variables and one lagged
endogenous variable:
Endogenous variables: Exogenous variables:

bt W, by NNV T, p7%, (Y1), ¥, V, b2

Lagged endogenous variable: p_,

If the variable & were endogenized, it would be possible to split the pro-
ductivity variable into an endogenous and an exogenous component; this is
because £ was .constructed by dividing the volume of labour input N° by
the employment of wage and salary earners. The latter variable, again, is an
operational counterpart of N¢. Since N and N*/N? are endogenous, N° is also_
endogenous. The productivity variable was obtained through dividing the
volume of output, 7, by the labour input /¢. Onthe other hand, the indicator
of productivity thus obtained is merely an operational counterpart of a
theoretical concept which is, as a matter of fact, logically independent of these
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two variables. It was considered appropriate, therefore, to allow 7 to remain
exogenous in this model.

In the system consisting of equations (6.1)-—(6.6) the level of earnings was
split up into two components principally because this procedure makes
possible an analysis of the dynamic properties of the system. It will be of
interest to examine, for the sake of comparison, whether the properties of this
systern differ appreciably from those of a system where the wage rate and wage
drift equations, i.e., equations (6.2) and (6.3), are replaced by the earnings
level equation

(6.7) w = B p"(T)'s(p*)'sh'se",  by,bobsby >0

The system comprising equations (6.1)—(6.6) will be termed Excess Demand
Model I and that consisting of equations (6.1), (6.7) and (6.4)—(6.6) Excess
Demand Model II. The vector of exogenous variables in the latter model-
includes p* in place of p* .

Because the partial analysis suggested the possibility of alternative inter-
pretations, consideration of yet another model—which may appropriately be
termed a capacity model — was regarded as warranted. The single-equation
approach yielded parameter estimates corresponding to N¢/N* with a positive
sign. A positive sign was not, however, compatible with the excess demand
"hypothesis introduced in this study which was based on a disequilibrium .
approach. It may be reasonable to suppose, on the other hand, that N¢/N*
assumed the role of a capacity variable in the wage equations and, in conse-
quence, took a positive sign. A reasonable assumption in the case of the wage
equation is that, under conditions of full employment, efforts to increase the
degree of labour utilization will be successful only if overtime or piece-work
resulting in higher than average earnings can be increased. In the price
equation, by contrast, the capacity variable can be supposed to measure those
influences that will occur when the average costs of production can be reduced
by increasing the degree of capacity utilization; i.e., it can be assumed to de-
scribe shifts from one typical cost curve to another, each of which is below the
preceding one. No »activity equation» is necessary in such a model, and 7
assumes an exogenous role.

Capacity Model I, corresponding to the Excess Demand Model I, can be
written

(6.8) P = a, (@) To(p")s W/W N, a,85>0, ag,a,<0
6.9) - o = bp, Th(p*), <Nd/N°">ile"z, by bbby >0
(6.10)  w'fw = g (NYN)sae, 21,8, >0
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(6.11) N = ¢ Voa(w[p)2 T 5" 61 >0, ¢g,03<<0
(6.12) N* = d Vh(wp)% (Y’Z/Y: " dy, doyd3 >0

Capamty Model II was obtained from this through replacing (6. 9) and (6.10)
by the equation

(6.13) wf = b, P (T)le(p*) s (NYN*) 4 %, byybg,bgyby >0

The choice of the estimation method to be applied to a model depends
essentially on whether all the equations in the model are identified or not.?
Employing the order criterion it is easily seen that all the equations of both
the excess demand and the capacity models are overidentified. In the case of
multi-equation models of this kind, the ‘method of two-stage least squares has
proved a feasible procedure. It also compares favourably with other system-
of-equations methods on account of its simplicity. When this method is
employed, the model is first transformed to reduced form and the parameters
of the reduced form are estimated. Thus, an estimate of each endogenous
variable is obtained. These estimates, from which the stochastic components
were eliminated during the first stage of the analysis, will then be substituted
for the endogenous variables occurring as independent variables in the struc-
tural form, and the parameters of the structural form are estimated. A par-
ticular variant of this method was applied in the estimation of Excess De-
mand Model I and Capacity Model I. The lagged value p_, of the variable
p occurs in these models. Since p and p_; are strongly intercorrelated,
is also likely to correlate with the residual terms of the models. Therefore,
when p_; is involved in the vector of independent variables, the first-stage
estimates may be distorted. This complication can be avoided, however,
by excluding p.; from the vector of independent variables during the first
stage and by considering it as an ordinary predetermined variable during
the second stage. What is concerned is, in fact, a method of instrumental
variables, in which all the exogenous variables of the model but none of the
lagged endogenous variables are among the instruments.? A similar pro-

1. For identification, see, e.g., T. C. Koopmans & Wum. C. Hoop »The Estimation of
Simultaneous Linear Economic Relationships» in Studies in Econometric Method, ed.
‘Wm. C. Hood & T. C. Koopmans, Cowles Commission Monographs No. 14, New York
—London 1953.

2. This method is based on ideas put forward by Professor F. M. F1suER in his lectures at
the Massachusetts Institute of Technology.
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cedure is warranted in the case of the variable (NY/N*)_;, which is involved
in Capacity Models I and II.

Each model was estimated both in its original form and after transforming
the variables to first differences. The results of the calculations are set out
in Appendix I Tables 8—14. The time paths of the dependent variables of
the transformed Excess Demand Model I, those of the independent variables as
estimated from the model, of the contributions of the independent variables
to the total explanation and of the residual errors are represented graphi-
cally in Figures 6—11 (Appendix II).

The influence of the simultaneous equation method appears most clearly
from the estimates of the transformed models. The coefficients of determination
were, almost without exception, lower than those obtained through the
ordinary method of least squares. Coefficients of determination higher than or
approximately equal to those yielded by the single-equation method were
obtained for the wage drift and the demand for labour equations. The
parameter values did not differ greatly from those obtained by the ordinary
least-squares technique. .

A simultaneous estimation method has, however, certain advantages in
the selection of a multi-equation model suitable for further analysis. The
logic inherent in the model, considered as a whole, can better be revealed
by a simultaneous estimation method. The untransformed Excess Demand
Model I and Capacity Model 1, for example, are found not to provide an
appropriate basis for further analysis, since the net effect of N?/N° in
the wage drift equation is negative (when the interdependence between
h and N?N° created by the activity equation is taken into account), even
though it should be positive according to the a priori assumption in-
troduced. On the other hand, when the two models were estimated by trans-
forming all the variables into first differences, the net effect proved to be
positive. The transformed.Capasity Models I and II were not found to be
appropriate either, since the inclusion of % in the vector of independent
variables during the first stage obviously led to a distortion of the estimate .
obtained for the parameter corresponding to w/p in the demand for labour
equation. Moreover, when the two capacity models were estimated by trans-
forming the variables to first differences, the sign of this parameter in the
supply of labour function was inconsistent with the assumption advanced.
Thus, the only models suitable for the purposes of further analysis were the
untransformed Excess Demand Model II and Capacity Model II and the
transformed Excess Demand Models I and II.
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6.2. ON THE DYNAMIC PROPERTIES OF THE INFLATIONARY
PROCESS

The foregoing considerations have been in the nature of partial analysis.
Although the system dealt with consisted of several equations, interest was
focused on the structure of this system, i.e., on the direct relationships between
the variables. The creation of a structure is, of course, the most essential
step in model building. During this stage various specifications of the equa-
tions may be tried out and the properties of the residual terms of the struc-
tural equations considered, with the object of discovering the appropriateness
of the various specifications.

If the model is determined, in the sense that the number of endogenous
variables equals that of equations, it can be solved for the endogenous vari-
ables, to express each of them as a function of the lagged endogenous and
the exogenous variables. This may also enable one to get to grips with the
indirect relationships existing between the variables, i.e., to utilize all the
information inherent in the model.® The reduced form of the model is par-
ticularly well suited for predictive purposes: it is sufficient to know the values
of the predetermined variables in order to compute the forecast values of
the endogenous variables from the model. A picture of the efficiency of the
model as a whole can be obtained by consideration of the reduced form.

When the final equation method is employed as a technique of prediction,
even less information is required. This method can, however, only be applied
if the model is dynamic, i.e., includes at least one lagged endogenous vari-
able. In order to solve the model, each of the endogenous variables is ex-
pressed as a function of its own lagged values and of all the exogenous vari-
ables. Thus, a system of difference equations is obtained. When the solu-
tion of such a system is used for purposes of prediction, the requisite amount
of information is the smallest possible: only the values of the exogenous vari-
ables for the prediction period and the initial values of the endog-
enous variables must be available. The problem of prediction will not,
however, be discussed here at greater length. Instead, the dynamic structure
of the estimated empirical model will be analyzed. The final equation method
also results in a set of equations which contains all the information inherent
in the model, i.e., all the direct and indirect relationships involved in the
original system of structural equations.

3. If a model is exactly identified, it can be estimated in the reduced form, and the
structural parameters can then be computed from the relationships existing between these
parameters and the parameters of the reduced form.
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In the analysis of the dynamic structure of the model, attention will be -
paid, among other things, to the influence over time of changes in the ex-
ogenous variables on the endogenous variables. By employing the final
equation method it is possible to discover whether the effects of an exog-
enous shock are of short or long duration; i.e., whether the effect is damped
rapidly or slowly and whether the interdependences involved in the system
tend to reinforce the effects of the shock. In other words, an effort is made
to discover whether the endogenous variables move towards a state of equi-
librium or away from it. The method also permils investigating whether
this movement proceeds monotonically or whether it displays cyclical fluc-
tuations.

Moreover, the final equation technique makes it possible to cbtain quali-
tative information on how far the behavioural assumptions incorporated in
the structural equations are reasonable. If the equilibrium values charac-
terizing the dynamic time path are not logical, even though the assumptions
concerning the exogenous variables are otherwise reasonable, this may be
taken as an indication that there is something wrong with the basic model,
i.e., that a specification error has been committed. A well-known property
of the final equation method is this: provided that the system is truly simul-
taneous, the coefficients of all the lagged endogenous variables will be equal.*
This implies that it is enough to analyze the dynamic properties of a single
variable, since the conclusions reached can be extended to all the other
endogenous variables. On the other hand, when the analysis is confined
to a single endogenous variable, the quantitative and qualitative information
contained in the values of the coefficients of the exogenous variables of the
final equations concerning the net effects of these variables remains unused.

Final equations will be derived here for a number of »interesting» vari-
ables of the model. These include the price level p, the earnings level w*,
the real wage variable w’/p which can be constructed by means of these
two, and the employment rate variable N?/N° which can be constructed
on the basis of the demand for and supply of labour functions. The behaviour
of the unemployment percentage, defined as 100 (I — NY/AN*) can also be
investigated with the aid of the last-mentioned variable.

Prior to the numerical analysis, some of the analytical tools to be employed
will be considered. These include the solution formulae. A basic model can

4. In the Klein—Goldberger model, for example, two mutually independent sub-models
are formed by the monetary and the real sectors respectively; hence, only the solution of the
final equation for the real sector includes a cyclical component. See A. S. GOLDBERGER
Impact Multipliers and Dynamic Properties of the Klein—Goldberger Model, Amsterdam
1959, especially p. 134. Goldberger terms such a system »decomposable».

78




easily be transformed into final equation form by means of matrix methods.?
Since the model dealt with in this study is of the first order in the endog-
enous variables, the analysis of its dynamic properties will not be difficult.
Assume that we have a lincar difference equation of the first order with
constant parameters:

(614‘) Ye— eV, :f(t)s

where y, is an endogenous variable and y,_; the same variable lagged one

period, e being a parameter which is a function of the parameters of the

original structural form and f(¢) being a forcing function which contains,

in the case of an empirical model, all the information inherent in the ex- -
ogenous variables of the model. The homogeneous part of (6.14) is

(6.15) »—ay,_, =0.

Its solution is simply
(6.16) 3, =, d,

where y, is the initial value.

The shape of the time path of the solution chiefly depends on the param-
eter a. If ¢ is numerically greater than unity, the time path is explosive;
and if it is numerically less than unity, the solution is damped. Further, if
@ is a positive number, the movement proceeds monotonically; and if « is
negative, the movement is oscillatory. The particular solution of the dif-
ference equation (6.14) depends on the function f(#). If f(t) is constant,
the solution is easy to find:

6.17) 3 = k(1 — a).

The particular solution » may also be termed the stationary equilib-
rium value of the system. Variations take place about the value of y as
obtained from (6.17). The general solution can then be written as:®

(6.18) 9, =y, +y.

The dynamic properties of the total model will be discussed below on the
basis of the transformed Excess Demand Model I. This particular model
was selected for two different reasons. First, it is easy to analyze: complications

5. See, e.g., A. S. GOLDBERGER o0p. cit., pp. 105—114, or W. Baumor. Economic Dynam-
ics, 2nd edition, New York 1959, Chapter XVI.

6. For details of the technique outlined above, see, e.g., R. G. D. ALLENn Mathematical
Economics, New York 1960. '
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due to the constant parameter and the seasonal variables, characteristic of
the untransformed models are absent here. Secondly, the conclusions arrived
at by transforming the variables of a model to first differences are also valid
for the untransformed model.” Moreover, although both of the transformed
excess demand models, unlike the transformed capacity models, met the
requirements concerning inner logic, this was the »more dynamical» of the
two.

In the following analysis the stochastic properties of the model will be
disregarded, and the model will be considered as if it were exact. Nevertheless -
the conclusions to be put forward should be interpreted in a probability
sense. The structure of the model forming the point of departure can be
written

6.19) Alnp =.782Alnwf — 337 Aln T + 080 A lnp™ — 721 Alnh
(6.20) Abw — 846AInp_ + 276 Aln T -+ .659 A ln p*| + 369 Alnh
(6.21) A ln (w'fw) = .020 + 561 A lnh + 902 A In (N9N°)

=

(6.22) Alnh = — 830 Aln (NYN*) + 218 Aln (YYT%)_,

~

(6.23) AlnN? = 529AIn ¥ — .083A In (w'fp)— 371 Aln T
(6.24) Aln N = 351 Aln V 4 110 A ln (w'lp) + 081 A ln (Y¥Y*)_,

When the system (6.19)—(6.24) is solved for the endogenous variables, so
as to express each of these in terms of the exogenous variables and its own
lagged values, the system of final equations obtained for p, w® and N¢/N* is

(6.25) Alnp =.015+ 63¢Alnp_ - 416 Aln Y — 473AIn T
+ 494 Al p¥, — 092 Aln (YY) _,— 216 Aln V
+ .092 A In p™%

7. Although the analysis is carried out in terms of the first differences of the variables, the
conclusions can easily be generalized to apply to the dynamic time paths of the original
variables; for if the initial value of log y is log »,, we have

logyr =logy, + Alogyy + ... + Alogyr.
Goldberger has shown that the dynamic properties of the model will be the same, irrespective
of whether it is formulated in terms of the original variables or their first differences. Dynamic
properties such as stability or periodicity will be possessed by the original model if they are
possessed by the transformed model. See GOLDBERGER op. cit., pp. 113—114. '
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(6.26) Alnw' — .020 + 634 Alnwt , + .077Al Y + 301 Al ¥_,
+ 213Aln T —532AlnT_; + 655 Alnp*, .
4 180 A In (VYY) _y — 192 Aln (YT*)_y — 052 A InV"
— 199A I V_y + 002 A lnpi™ 1 076 A ln p™

(6.27) Aln (NYN°) = —.001 + .634 A In (Nd/N‘)_l + 594 AInY
— 3983AInY_,—503A T 4 338AlnT_,
— 031 Amp* — 133 A In (Y1), + 088Aln (Yire)_,
394 AInV -+ 261AWV_| + 017Aznp""ﬁ
— 0I5 A lnp™;

By (6.25) and (6.26) a final equation can be derived for changes in »’/p,
to obtain

(6.28) A ln (w'lp) = .005 4 634 Aln (w'lp)_; + 339AIn ¥
+ 301 AlnY |+ 686AIn T —.532A0T_,
+ 161 A p*, + 212 A (VYY) 5, — 192 A In (YY) _,
+ 224A IV —.199A In V_, — .090 A In p'™
+ .076 A ln p'™

Let us first consider the  homogeneous part of the price equation (6.25).
This is

(6.29) Alnp— 634 Alnp_, = 0.

Here the numerical value of the parameter corresponding to « in (6.15)
is .634. Thus, the parameter is positive and less than unity. Hence, the time
path of the inflation is stable: following a departure from equilibrium due
to an exogenous shock the system returns to equilibrium without cyclical
fluctuations. The return takes place rapidly; for if (6.29) is considered as a
distributed lag model, the length of the mean lag is about 5 months.® The
above conclusions also apply to the homogeneous equations corresponding
to-equations (6.26)—(6.28), as the numerical value of the reaction param-
eter is the same in these equations as in (6.29).

To find the particular solution, certain assumptions concerning the be—
haviour of the exogenous variables of the model must be introduced.. Let
these assumptions be as follows:

1

8. The length of the mean lag can be computed from the formula: mean lag a/ (1 —a)
= .634/.366 =~ 1.7 quarters == 5 months. S
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Aln Y = .0468

Aln T =.0369
A ln p* = .0000
Aln (Y47*) = .0000
AlnV = 0136

A ln ™ = 0437

A characteristic feature of A In p* and A In (Y?/7*) is that both fluctuate
about the zero level, and thus it is natural to take them as equal to zero
when an equilibrium solution is being sought. Each of the other variables,
by contrast, was assumed to follow the trend it had shown during the sample
period chosen for this study. When these values were assigned to the ex-
ogenous variables of (6.25)—-(6.28), these assumed the form

(6.30) Alnp—.634Alnp_, = + .017

(6.31) Alnw — .6;9.4 Alw | = + .026

(6.32) Aln (NYN°) — 634 Aln (NYN°)_; = - .000
(6.33) Aln (w'lp) — .634 A ln ‘(w‘/p) = -+ .009

Finally, solving these equations,

(6.34) Alnp = .634" Alnp, + .046
(6.35) Alnw = .634° Alhw® 4 071
(6.36) Aln (NYN°) = 634 Aln (NYN*),

(6.37) Aln (w|p) = .634' A ln (w[p), + 025

6.3. SOME ECONOMIC AND ECONOMIC-POLICY IMPLICATIONS
OF THE DYNAMIC ANALYSIS

Now that the technical part of the dynamic analysis of the model has been
completed we can proceed to its economic implicatiens. This phase of the
analysis may also be regarded as an additional test of the realism of the
model. In this context the results will be compared with those obtained in
other studies.
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Another interesting aspect to be considered here is that of the economic
policy recommendations warranted by the model. Judging by the present
model, how efficient is devaluation as a means of improving a country’s
international competitiveness? Is its influence on competitiveness only tem-
porary? Over how long a period of time are its inflationary effects spread?
We might consider, in addition, the implications of the model concerning
economic policy goals such as price stability and full employment. Can
these goals be achieved simultaneously and, if so, under what conditions?
Or are they mutually exclusive? Here, too, the points of view put forward
in other comparable studies will be considered.

Each of the parameter values in the final equations indicates the net
effect of an exogenous variable on an-endogenous variable. The results ob-
tained here concerning these net effects differ to some extent from those
arrived at in other studies. Inspection of price equation (6.25) reveals that
increases in productivity and population growth, for example, are factors
that tend to lower the price level, whereas rising import prices and increasing
total output tend to raise it. The results thus support those assumptions
according to which economic growth can only be achieved at the expense
of price stability. During the sample period the joint effect of all these ex-
ogenous variables on the price level was (according to equation (6.30)) an
average increase of 1.7 per cent a year. ‘

The net effect of the productivity variable in the price equation has been
an extensively discussed topic. In the model developed by KLEmN’s group
the net effect was positive.® Barw, one of Klein’s associates, interpreted this -
finding as indicating that the changes in relative prices accompanying eco-
nomic growth may result in a positive net effect.’® Other studies concerning
the United Kingdom have suggested, however, that the net effect of increases
in productivity on the price level is negative!* Since increasing productivity
is a factor directly reducing production costs, a negative rather than a positive
sign would be expected to appear in the final equation on a priori grounds.

On the other hand, the result arrived at in this study concerning the
net effect of variations in total output on changes in the price level is similar
to that obtained by Klein and his associates, who found that the price level
increased at a rate of three index points if production was growing at the
rate of eight index points.”* By (6.25), the rates of increase in the price level
and output were in a ratio of 2 to 5. '

9. See L. R. Krein, R. J. Barr, A. Haziewoop & P. Vanpowme op. cit., p. 115.
10. See the discussion in J. D. SareaN op. cit., p. 59—60.

11. See L. A. Dicks-MIREAUX op. cit., p. 273, and J. D. SarcaN op. cit., p. 47.
12. See L. R. KrEm, R. J. Barr, A. HazLewoop & P. VANDOME op. cit., p. 271.
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The level of earnings increased under the impact of the exogenous vari-
ables at an annual average rate of 2.6 per cent over the sample period, and
the rise in real earnings averaged 1 per cent per annum (according to equa-
tions (6.31) and (6.33)). The employment rate did not change as a result
of the impact of the exogenous variables (equation (6.32)).

From (6.34) — (6.37) the following stationary equlhbrlum values are
obtained for the endogenous variables:

Alnp =+ 4.69
Alnw® = + 7.19%

Aln (NYN°) = 4- 0.0 %
Al (w'fp) = +25%

The values are exactly equal to the average percentage rates of change
of these variables during the sample period.?

One further, extensively discussed question, namely, the influence of
devaluation on the price level, can also be considered in terms of the present
model. Some authors hold that devaluation improves a country’s competi-
tiveness only temporarily, because the compeltitive advantage it creates will
quickly be lost totally, as a result of the inflationary process initiated by it.
Others feel that a permanent improvement in a country’s competitive position
can be achieved through devaluation. Attempts have also been made to
approach this question empirically. SARGAN’s study of the United Kingdom
suggested that 90 per cent of the improvement in competitiveness resulting
from devaluation is lost in eleven years, as a result of increased costs of pro-
duction. He felt that this result contradicted the views according to. which
the effects of devaluation are only temporary.**

This issue is considered below in the light of the present model, on the
assumption that a devaluation of 30 per cent has been undertaken. It will
be assumed, further, that the devaluation results in an immediate rise of
the same size in import prices. The analysis will be based on equation (6.25).

13. According to the calculations of Goldberger, the equilibrium values of the price and
wage levels implied by the Klein—Goldberger model are much less reasonable: —61 and
—76 index points a year. Goldberger points out, however, that. economically meaningful
time paths will result, ‘despite the unreasonable equilibrium values, if the initial values are
specified appropriately. See A. S. GOLDBERGER op. cit.,, pp. 116—119.

14. See J. D. SARGAN op. cit., 48.
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If the other exogenous variables are assumed to remain unchanged, the
equation can be rewritten®

(6.38) Alnp—.634Alnp_;, = .092A Inp™

The rise in import prices occasioned by devaluation only begins to in-
fluence the price level after two quarters.® The time paths of the price level.
and import prices during the first twelve quarters following devaluation are,
in terms of percentage changes, as follows.

(A plp) x 100 (A p™[p™) x 100

I quarter 0 30
11 v 0 30
111 5 2.76 30
v ’s 4.51 30
\Y% »s 5.62 0
VI 5 6.32 0
VII " 4.01 0
VIII- ,, - 2.54 0
IX ys 1.61 0
X v 1.02 0
XI . 0.65 0
XII 5 0.41 0

By the end of the twelfth quarter, when prices have risen by 7.36 per
cent, almost 98 per cent of the total rise due to the inflationary process has
been realized. Thus, the increase in prices caused by devaluation will amount
to approximately a quarter of the devaluation percentage. Hence, from this
point of view the improvement in competitiveness due to devaluation can
be regarded as permanent. Moreover, the movement in the price level due
to the impact of devaluation is almost totally damped within three years.
This result can be taken to be in sharp contrast to Sargan’s findings, ac-
cording to which the influence of devaluation was spread over a long period
of time and the compelitive advantage was almost completely lost by the

15. A reservation, which arises from the fact that the commodity market is considered as
an exogenous element in the present model, should be made at this point: the influence of
devaluation on demand and supply conditions in the commodity market is disregarded in the
analysis.

16. This time lag of two quarters should be considered as an average lag typical of the
sample period. In practice, however, the influence of such a powerful shock as devaluation
begins to be felt immediately.

85



end of this period. In the present case the inflationary effects of devaluation
died away rapidly, and only a quarter of the advantage due to it was lost.

Next we proceed to consider full employment and price stability as simul-
taneous policy goals in the light of the present model. Initially, however,
the conclusions drawn from certain other studies, will briefly be discussed.
Sargan’s study led to the view that a stable wage level cannot be attaired
at any rate of unemployment and that inflation can only be checked through
increasing productivity. The attainment of wage stability would presuppose
a rate of increase in productivity of 10 per cent a year and a rate of increase
of 6.7 per cent would be necessary for price level stability. The existence of
unemployment would, however, be necessary for a stable wage level.l?

On the other hand, ParLrips’s well-known study led to the conclusion that,
when productivity is increasing at an annual rate of 2 pér cent, a stable wage
level can be achieved at an unemployment rate of 5.5 per cent and a stable
price level at a rate of 2.5 per cent.® PERRY’s study also suggested that price
stability could not be achieved, except in the presence of unemployment. If
wages were permitted to rise pari passu with productivity, and if productivity
increased at an annual rate of 2.5 per cent, the unemployment rate would be
8.1 per cent. The rate of unemployment correspondin‘g to an annual rate of in-
crease in productivity of 4 per cent would be 8.1 per cent. Profits were assumed
to remain at a level corresponding to the average for the sample period 1947
—1960.1° SamuersoN’s and Sorow’s study suggested that an unemployment
rate of rather more than 8 per cent would be necessary for the stabilization of
the wage level; and a rate of 5.5 per cent would be a necessary condition for
price stability. If productivity were increasing at an annual rate of 2.5 per cent,
an unemployment rate of 5 to 6 per cent would be necessary for the stability
of wage rates.?® According to experiments made by T. HeLeLA with Finnish
data, price stability could be achieved at a rate of unemployment of 4 per
cent.2

In all the above studies unemployment was dealt with as an exogenous
variable, despite the fact that it is intrinsically endogenous. Hence, the simul-
taneous occurrence of price and wage increases and unemployment — which is

17. J. D. Sargan op. cit., p. 48.

18. A. W. Puirrips »The Relation between Unemployment and the Rate of Change of
Money Wage Rates in the United Kingdom, 1861--1957», Economica, Nov. 1958, pp.
298--299. .

19. G. L. Perrvy Unemployment, Money Wage Rates, and Inflation, The M.I.T.
Press 1966, p. 59.

20. P. A. SamueLson & R. M. Sorow »Analytical Aspects of Anti-Inflation Policy»
in The Collected Scientific Papers of Paul A. Samuelson, 1T, The M.I.T, Press 1966.

21. T. HererA »Hintojen muutoksista ja niiden ennakoinnista», KAK No. 1, 1961.
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a common feature of the periods of observation in all these studies — affects the
results and implies restrictions on the conclusions. Since prices, wages and un-
employment are endogenous in the last analysis, they are ultimately dependent
on a number of exogenous variables; and these exogenoﬁs variables primarily
determine the nature of price and wage movements relative to unemployment.

. We may ask, in other words, whether a combination of values of the exogenous
variables can be found, such that full employment and price stability are
simultaneously achieved.

Equations (6.25) — (6.27) express the price and wage levels and the rate
of employment as functions of the exogenous variables relevant to this study.
Let us consider the behaviour of these equations in a stationary state, assuming
that all the exogenous variables except output and productivity follow the
trends that they were found to follow during the sample period. Changes in
price and wage levels and in the employment rate can then be expressed as
functions of changes in output and productivity as follows:

(6.39)  Alnp = .041 + 1137 Aln ¥ — 1.292 Aln T
(6.40)  Alnw® = .055 + 1.030 Aln ¥ — 872 Aln T
(6.41)  Aln(NYN?) =—005 -+ .549 Aln ¥ — 451 Aln T

Equating the left sides of these equations with zero, the graphs shown in
Figure 5 are obtained.

In Figure 5 the straight line 4 represents those combinations of output and
productivity at which the price level remains stable. The combinations to the
right correspond to declining prices and those to the left to rising prices. In the
" same way, the level of earnings is falling at output-productivity combinations
to the right of the line B and rising at combinations to the left of B. The region
between 4 and B contains the points at which the level of earnings is rising and
the price level declining. The employment rate decreases below the line ¢ and
increases above it. If there is underemployment in the initial situation and full
employment is chosen as the policy goal, it is necessary to achieve a combina-
tion of the rates of increase in output and productivity that will lead to full
employment. There is a multitude of such combinations, and all are located in
a straight line running above ¢ and parallel to it, the distance of this line from
C depending on the rate of unemployment in the initial situation. Upon
achieving full employment, price and wage levels can be stabilized by selecting
that combination of the rates of increase in output and productivity which
corresponds to the point of intersection of 4 and C.Here, the percentage rates
of change in the other variables that ensure both price stability and full
employment are, in the present case, the following:

87

o



AlnY

C.AIn(NYN®)=0

B.AInw®=0

1 AInT
// 0.1 -

Figure 5.
%o
Change in output, -+ 12.6
Change in productivity, + 14.3

Change 1n earnings level, + 25

Thus, a combination of the values of the exogenous variables does exist at
which price stability and full employment can be achieved simultaneously
These values are, however, economically unrealistic.

A similar experiment was carried out with Capacity Model I, but the
result did not differ appreciably from the one discussed above. A number of
alternative explanations can be suggested for this state of affairs. First, the
effect of the exogenous variables is bound.to remain small when their means,
as computed for the entire sample period, are employed. Moreover, since
the original equations do not involve any constant terms, the derived equation
system (6.39) — (6.41) becomes nearly homogeneous.?? Secondly, the inter-
dependence between variables 7" and T may have distorted the parameter
estimates obtained for these variables in the demand for labour equation; in
consequence, the derived parameter estimates, especially those in equation
(6.41), may also be biased. Even slight biases in the estimates for the param-
eters in any one of the original equations will affect, in simultaneous analysis,
most of the parameter values in the derived equations.

22. A homogeneous equation system is of the form 4y = O, where » is the vector of the
endogenous variables and 4 the coefficient matrix. No (non-trivial) solution can be found
for such a system in terms of the absolute values of the »’s.
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7. CONCLUDING REMARKS

Two types of inflation theories on which interest has focused in recent decades
were briefly considered in the Introduction to this study. Following this, a
historical survey was given of the origins and development of the approaches
underlying these theories, which have provided a basis for the intensive theo-
retical and empirical research in which numerous economists have been
engaged during the post-war era. Particular attention was called to the fact
that, judging by the empirical results obtained hitherto, price stability and full
employment appear to be mutually incompatible goals of economic policy.
This provided one of the staring points for the present study. There seemed to
be reason to experiment with a different type of model from the excess demand
and cost push models the use of which, as structural components of models
designed to explain the inflationary mechanism, has become more or less
traditional.

The model constructed in the present study was termed a disequilibrium
model, since it permits demand and supply to be in disequilibrium at the
equilibrium values of the endogenous variables. In point of fact, since the basic
model is static, indicators of the disequilibrium of demand and supply cor-
responding to any one equilibrium solution can be derived from it. Adjustment
was totally excluded from the model, and only shifts from one disequilibrium
to another were considered. The disequilibria are a consequence of changes in
the exogenous variables of the model.

By relating each state of disequilibrium to the point of intersection between
the demand and supply curves corresponding to it, an inflationary mechanism
of the cost-push type was incorporated into the model, despite the fact that the
price and wage levels entered into the original model exclusively as functions
of excess demand. In this model the role of excess demand is, however, different
from that it plays in traditional models: instead of being the factor initiating
adjustment, it is a static element in the model.

Attention was devoted to both the theoretical and empirical aspects of the
problem. An effort was made to formulate the hypotheses based on theoretical
considerations so as to render them almost directly amenable to empirical
testing. In other words, the intention was to make the gap between theory
and empirical research as narrow as possible. As a result of the absence of
separate detailed data on demand and supply in the commodity market, how-
ever, the chief emphasis in the empirical study rested on labour market
variables.
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The basic model is a short-run model. Nevertheless, certain long-run
effects had to be allowed for in the empirical analysis. Each observation on any
one variable included in the model represents a specific short-run situation;
vet, when several successive observations are considered simultaneously by
means of time series analysis, these long-run influences tend to affect the in-
terrelationships between the observations, with the result that the parameters
of the model are bound to change over time. This can be avoided, at least in
part, by introducing factors representing long-term effects as explicit variables
into the model. The inclusion of variables representing changes in productivity
and population growth, for example, can be justified in this way.

The empirical analysis consisted of three parts. Initially, the model was
considered equation by equation, with the object of discovering structures
which would satisfactorily meet certain empirical and logical criteria. Following
this, a simultaneous analysis of the model was undertaken.

The behaviour of the model as a whole was investigated by employing a
particular variant of it selected in connection with the simultaneous analysis.
The dynamic analysis of the model revealed that the parameter values obtained
by simultaneous estimation implied that the time path of the inflationary
process would be stable. The next task was to consider the significance of
certain exogenous variables as elements of the empirical model. It was discov-
ered, for example, that the effects of devaluation died away comparatively
rapidly and that the improvement in competitiveness due to devaluation
seemed to be of a permanent nature in the light of the present data. By ex-
pressing the endogenous variables of the model in terms of the exogenous
variables alone, it was possible to find a combination of the values of the
exogenous variables at which price stability and full employment were simul-
taneously attainable. The values were not, however, economically reasonable.

90




LIST OF, SYMBOLS

? = price level

w = wage level (in general sense)

wt = earnings level

w’ = level of negotiated wage rates

wtfw” = wage drift

» = cost of living index

»* = p*/p = ratio between cost of living index and general price level
wip = real wage level (in general sense)
wtlp = level of real earnings

P = import prices

P = prices of imported raw materials

i = prices of imported investment goods
P = ApT 4 (1At

N = realized employment

Nd = demand for labour

N = supply of labour

NENS = excess demand for labour

Ne = labour input :
vV == population of working age

Y = realized output -

rd = demand for commodities

s = supply of commodities

Yd|¥s = excess demand for commodities

T = productivity of labour

h = average hours worked

¢ = time
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APPENDIX 1

Estimation Results, Tables 1-—14

The results given in Tables 1—7 were obtained by the ordinary least
squares method.

The OLS-estimates in Tables 8—14 were obtained by the ordinary least
. squares method.

The TSLS-estimates in Tables 8—14 were obtained by the two-stage least
squares method.
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Table 1. Dependent variable In p

Eq. Constant In w® nT In o
(5.3) .826 464 .281 .070
(3.165)  (7.980) (2.464) (1.813)
(5.4) 1.482 653 —.093 116
(6.018) (16.844) (1.264) (2.629)
(5.5) 1.033 505 .189
(4.934)  (8.168) (1.510)
(5.6) 1.588 668 —.144
(8.612) (18.873) (2.097)
(5.7) 1.139 498 .178 .032
(2.810)  (7.416) (1.163)  (.606)
(5.8) 1.962 653 —.180 .003
(6.871) (18.460) (2.428)  (.060)
(5.9) 1.947 .668 —.205
(7.717)  (19.707) (2.823)
Table 2. Dependent variable In p
Egq. - Constant . In w® In T__2
(5.11) 1.278 528 112
(8.196)  (14.669)  (1.544)
(5.12) 1.500 .588 -—.013
(6.200)  (10.065) ' (.094)

in pif_z

078
(2.329)

.181
(3.826)

048
(.913)

.080
(3.232)

.097

Inp  Inp¥ , (Y9 1) (YY)
—.529
(8.990)
—.080
(.957)
—.435
(3.041)
—.011
(.141)
.039 —.434°
(1.008) (2.678)
.096 - —.052
(2.724) (.683)
.066 .001
(1.990) (.542)
In pi_"gg In (V4Y$) In (rt’d/rx)_2 S,
—.329 —.002
(4.049) (.439)
—.070 —.002
(:4783) (-331)

(2.307)

, S S,
—.004 —,007
(.834)  (1.296)
000 —.010
(.012) (1.607)
—.003 —.009)
(.563) (1.827)
001 —.014
(.078) (2.385)
—.002 —.007
(257) (1.251)
006 —.008
(.847) (1.394)
003 —.015)
(.542) (2.714)
Sz S3

—.012 018
(2.323)  (3.368)

—.012 .018
(1.972) . (2.620)

Sy

019
(3.313)
023
(3.295)
018
(3.347)
021
(3.210)
022
(3.372)
030
(4.344)
.023
(3.672)

997

.996

997

R D—W
997 1.814
995  1.453

1.804
996  1.527
‘ 997 1.904
996 1.777
996 1.764
D—WwW
1.804
1.720
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Table 3. Dependent variable In w*

Egq. Constant in p_y In b_,
(5.20) —2.561 1.690
( 11.445) (15.006)
(5.21) —2.573 : 1.744
(8.416) (10.815)

Table 4. Dependent variable In w*

Egq. Constant In p in T
(5.22) —3.061 1.488 .153
(27.896) (2.380)

(5.23) —3.061 1.427 238

(25.623)  (3.608)

Table 5. Dependent variable In w*

Eq. Constant Inp n T_,
(5.24) —2.588 1.620 —.058
(21.674) (.585)
(5.25) —2.537 1.651
(21.171) -

Table 6. Dependent variable In w”

Eg. Constant in p_q n T
(5.38) —.590 1.064 .065

(16.119) (.739)
(5.39) —.670 1.047 .099

(21.488) (1.676)

Table 7. Dependent variable A In w

Egq. A ln ph_y Aln T
(5.40) 929 176

(11.780) (1.944)
(5.41) 977 144

(15.410) (2.192)

nT

—.134
(.888)

—.176
(.826)

In p*
.906

(7.005)
.837

(5.921)

in T_2

—.101
(.971

in ﬁil

974
(7.641)

925
(8.671)

In ji*_l
1.147
(5.285)

Inp*, (NN

3.447
(3.469)
881 2.817

(3.298)  (2.263)

In(NUNS)_,
1.736
(5.471)

inp*

1.027
(7.097)
1.031

y o+ (7.202)

In (NYNs)

977 -
(1.679)

A ln jzf__l

723

(5.753)
738

(7.115)

In (NUN5) _g

S, S,
.050 021

(3.215)  (2.044)

S1
.007

016 014
(.860)  (1.138)

Sy
.037

(1.004)  (5.697)
1.335 —.003

.019

(4.294) (401)  (3.001)
In (NYN3) S, S,
3.085 027 012
(4.824)  (3.742)  (1.778)
3.301 035 011

(4.975)  (3.412)  (1.705)

In (NYNS) _;

S1

.028

Sy

017

(3.068)  (2.812)

764

.022

028

(2.832) (3.410) (4.678)

A ln (N4NS)

529
(1.027)

Aldn (NN _

784
(2.953)

Sy

013

(1.142)

—.006
(.499)

Sa
—.005
(.699)
—.000
(.051)

S

—.017

(1.599)
—.011
(1.503)

Ss

.002
(.329)

007
(1.072)

.968

974

R

994

996

.998

.998

.998

.998

.997

997

1.021

1.436

D—W
1.097

1.332

D—Ww
1.096

1.046

D—w
2.054

1.960

D—w
1.854

1.832




g6

Table 8. Dependent variable: Price level in p and change in price level A In p

Estimates of regression coefficients
Untransformed equations (In) Transformed equations (A i)
Independ-| Excess Excess Excess | Capacity | Capacity | Capacity| Excess Excess | Excess | Capacity | Capacity | Capacity
ent Demand | Demand | Demand | Model I [Model II| Model [ Demand | Demand | Demand | Model I [Model II} Model
variables [ Model I |Model II} Model TSLS TSLS I&II | Model I |Model II| Model | TSLS TSLS I1&IT
TSLS TSLS I1&1II OSL TSLS TSLS I1&II OSL
OLS OSL
Constant 2.754 2.387 1.851 1.921 1.871 1.826 — — — — — —
(2.036) (11.941)
w* 707 .688 .666 689 676 664 782 745 710 685 .658 .653
(14.939) | (12.590) | (17.858) | (18.130) | (15.238) | (20.127) | (8.759) | (7.749) | (10.867) (9.422) | (8.280) | (11.701)
T —.251 —.223 —.190 —.230 —.206 | —.183 | —.337 | —289 | —247 [ —192 | —162 | —.155
. (3.119) (2.387) (2.822) (2.986) | (2.288) | (2.721) | (2.630) | (2.092) | (2.547) | (1.846) | (1.420) | (1.873)
pﬁlg 125 .126 126 123 123 122 .080 .086 .093 .066 072 .073
(4.317) (3.740) (4.853) (3.911) | (3.339) | (4.271) | (2.393) | (2.396) | (3.332) | (1.813) | (1.809) | (2.431)
13 —.178 —.109 —.005 —.721 | —.568 { —.505
(.611) (.327) (.024) (1.787) | (1.299) | (1.892)
(¥d]rs)_, —.013 018 | — .022 —.174 | —173 | —.173
(.160) (.186) (.301) (1.904) | (1.727) | (2.236)
Sy .003 .003 .003 .005 .004 .003
(.382) (.306) (421) (.679) (.481) (.500)
Sz —.020 —.018 —.015 —.016 —.015 [ —.015
(2.216) (1.745) (2.206) (2.558) | (2.147) | (2.706)
Sa .013 .017 .022 024 .023 .022
(.732) (.790) (1.723) (3.595) | (2.977) | (3.731)
R 995 .993 .996 .995 993 .996 .938 .928 954 .937 925 956
D—W 1.595 1.837 1.732 1.541 1.822 1.761 1.324 1.419 1.405 1.311 1.367 1.553




Table 9. Dependent variable: Earnings level In w* and change in earnings level A In w*

96

Estimates of regression coefficients
Independ- Untransformed equations (In) Transformed equations (A In)
ent Excess Excess | Capacity | Capacity | Excess Excess | Capacity | Capacity
variables | Demand | Demand | Model IT | Model IT | Demand | Demand | Model II| Model II
Model IT | Model II| TSLS OLS | Model II | Model II| TSLS OLS
TSLS OLS TSLS OLS
Constant —7.177 | —5.928 | —2.948 | —3.061 — — — —
(5.210)
b 1.319 1.297 1.537 1.488 1.135 1.075 1.397 1.326
(14.470) | (18.767) | (20.588) | (27.896) (9.858) | (13.435) | ( 9.585) | (15.757)
T 315 .358 103 .153 488 .528 278 275
(3.360) (4.791) (1.153) (2.380) (4.209) (6.197) (1.791) (3.136)
p* .895 834 921 .906 431 .395 554 522
(4.594) (5.071) (5.329) (7.005) (2.252) (2.631) (2.614) (8.574)
h 922 632 979 .987
) (2.267) (2.453) (2.113) (3.450)
(NEIN3) _q . 1.572 1.736 1.022 1.410
(3.735) (5.471) (2.152) (3.920)
Sy .010 .004 .009 .007
(.952) (.474) (.999) (1.004)
S5, .039 .033 .036 .037
(3.271) (3.668) (4.088) (5.697)
Sy 046 | 025 —.004 —.005
(1.642) | (1.353) (402) | (.699)
R .996 997 997 .998 954 972 940 971
D—WwW .852 .809 1.208 1.097 771 1.024 .827 .851




Table 10. Dependent variable: Wage rate In w' and change in wage rate A In w”

Estimates of regression coefficients
Independ- Untransformed equations (/n) Transformed equations (A in)
" ent Excess Excess Capacity Excess Excess Capacity
variables Demand Demand Model I Demand Demand Model I
Model I Model I - OLS Model I Model I OLS
TSLS OLS TSLS OLS
Constant —3.045 —2.897 —-.670 — —_ —
(4.168)
P .930 932 1.047 .846 .833 977
(18.413) (20.084) (21.488) (13.622) (14.035) | (15.410)
T 210 211 .099 276 .288 .144
. (3.888) (4.116) (1.676) (4.142) (4.546) (2.192)
P 919 916 925 .659 .655 .738
(8.374) (8.781) (8.671) (5.978) (6.176) (7.115)
h 521 487 .369 448
(2.411) (3.092) (1.381) (2.154)
(NENs) _y 764 784
(2.832) (2.953)
Sy .021 .020 .022
(3.116) (3.229) (3.410)
Sy .029 .028 .028
(4.423) (4.817) (4.678)
S's .031 .029 .028
(2.271) (2.706) (1.072)
R 997 .998 .997 .938 970 974
D—W 1.846 2.001 1.960 1.854 2.064 1.832
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Table 11. Dependent variable: Wage drift In(w*[w") and change in wage drift

A ln(wtw)

98

Estimates of regression coefficients
| Independ- Untransformed equations (In) ‘Transformed equations (A In)
: ent Excess Excess
variables Excess. Capacity | Demand/ Excess Capacity | Demand/
Demand Model 1 Capacity Demand Model I Capacity
Model I TSLS Model I Model 1 TSLS Model I
TSLS OLS TSLS OLS
Constant —16.957 —12.103 —12.691 .020 .020 .020°
| & 3.664 2.613 2.743 561 .546 371
(5.767) (4.558) (4.676) (2.548) (2.391) (1.871)
N s 3.562 5.071 4,124 902 .807 713
(2.523) (3.485) (3.024) (2.510) (2.091) (2.152)
Sy .048 .042 .038
(2.289) (1.814) (1.593)
Ss .061 .035 .040
(2.491) (1.394) (1.539)
Sy 212 141 .152
(4.539) (3.218) (3.423)
R .800 744 723 481 424 .359
D—W .399 571 623 993 920 .970




Table 12. Dependent variable: Average number of hours worked In h and change in

average number of hours worked A In h

Estimates of regression coefficients
Untransformed equations (In) Transformed equations (A In)
Independ- Excess Excess Excess Excess Excess Excess
?nt Demand Demand Demand Demand Demand Demand
variables Model I | Model II | Model Model I | Model IT | Model
TSLS TSLS I&1II TSLS TSLS I&II
OLS OLS
Constant 4.038 3.971 4.132 — — —
NANS —2.070 —2.557 —1.386 —.830 —.997 —.836
(3.242) (4.773) (3.047) (2.270) (2.633) (3.055)
(Y9Ys) _o .383 434 313 213 229 214
.(4.507) (5.949) (4.346) (3.741) (4.023) (4.276)
T 133 .149 111
(5.378) (7.043) (5.480)
Sy —.042 —.047 —.035
(5.247) (6.857) (5.274)
S —.016 —.014 —0.17
(3.300) (3.462) (3.689)
S, —.068 | —.068 —.068
(14.582) (16.460) (14.445)
R 932 947 .930 499 .530 .567
D—W 1.278 1.559 1.365 1.325 1.385 1.281
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Table 13. Dependent variable: Demand for labour In N¢ and change in demand jfor labour A In N¢

Estimates of regression coefficients
Untransformed equations (i) Transformed equations (A In)
Independ-| Excess Excess Capacity Capacity Excess Excess Excess Capacity | Gapacity Excess
ent Demand | Demand | Model I | Model II'| Demand/ | Demand Demand Model I | Model II | Demand/
variables | Model I | Model II TSLS TSLS Capacity Model I | Model II TSLS TSLS Capacity
TSLS TSLS Model TSLS TSLS Model
I&II I1&II
OLS OLS
Constant 3.825 3.881 3.783 3.840 3.887 — — — — —
. (19.469) .
Y 479 466 489 476 462 529 483 .703 .608 536
(4.748) (4.659) (4.908) - (4.815) (4.736) (4.676) (4.954) (7.661) (7.035) (6.775)
wtlp —.106 —.083 —.123 —.100 —.080 —.083 —.121 -—.349 —.204 —.094
(1.460) (1.264) (1.720) (1.541) (1.360) (.616) (1.204) (3.375) (2.409) (1.578)
T —.313 —.311 —.314 —.312 —.309 —.371 —.356 —.426 —.396 —.371
(2.597) (2.566) (2.636) (2.604) (2.567) (4.063) (3.964) (5.430) (4.795) (4.377)
Sy —.004 —.004 —.004 —.004 —.004
(.825) (.815) (.838) (.826) (.829)
Sy .024 .023 024 024 .023
(5.941) (5.856) (6.095) (6.003) (5.930)
Ss 043 044 .043 .044 044
(8.533) (8.664) (8.557) (8.684) (8.790)
R 972 972 973 972 976 .861 .860 .898 .882 822
D—wW 1.603 1.593 1.607 1.601 1.591 1.572 1.471 1.582 1.448 1.338
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Table 14. Dependent variable: Supply of labour In N and change in supply of labour A In N+

Estimates of regression coefficients
Untransformed equations (in) Transformed equations (A In)
Independ- Excess Excess Capacity Capacity Excess Excess Excess Capacity | Capacity Excess
ent Demand | Demand Model I | Model II | Demand/ | Demand Demand Model I | Model II | Demand/
variables Model I | Model II TSLS TSLS Capacity Model I | Model II TSLS TSLS Capacity
TSLS TSLS Model TSLS TSLS : Model
I1&11 I&IX
OLS OLS
Constant 2.829 2.896 2.362 2.578 2.242 — — — — —-—
(2.832
14 .383 .369 485 438 511 351 287 757 .604 700
(1.375) (1.759) (1.733) (2.079) (2.971) (1.226) (1.277) (2.893) (2.803) (4.331)
wlp .087 .094 .035 .059 .026 .110 142 —.096 —.185 —.067
(.617) (.896) (-249) (.559) (.304) (.804) (1.375) (.776) (.189) (1.005)
(Y4YTs) _, .099 .098 .103 .101 -.107 .081 .073 130 A1l .123
(1.954) (1.975) (2.024) (2.015) (2.090) (1.658) (1.688) (2.784) (2.573) (3.130)
Sy —.006 —.006 —.006 —.006 —.006 .
(1.392) (1.437) (1.360) (1.437) (1.161)
S .018 017 .019 .018 .019
(3.636) (3.881) (3.815) (3.998) (4.230)
S5 .037 .037 .036 .036 .036
(7.854) (8.247) (7.667) (8.082) (8.229)
R 954 954 .953 954 .962 725 736 727 719 750
D—WwW 1.416 1.390 1.450 1.425 1.451 1.495 1.525 1.525 1.555 1.239




APPENDIX II

Diagrams of Estimates, Transformed Excess Demand Model I

Figures 6—11 are graphical representations of the equations in Transformed
Excess Demand Model I simultaneously estimated.

In the top panel of each figure, the observed and computed values of
the variable to be explained, are compared. The contributions of each of
the explanatory variables to the total explanation are shown in the lower
panels. The lowest panel shows the residuals which are, in fact, the dif-
ferences between the observed and computed values of the variables in the
top panel.
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Figure 6. Price equation
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Figure 7. Wage rate equation
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Figure 8. Activity equation .

0.02
0.01

-0.01

-0.02

0.02

0.01

-0.01
-0.02

105



3

106

0.07
0.06
0.05
0.04
0.03
0.02
0.01

-0.01

002~

0.01

-0.01
-0.02

0.02
0.0t

~0.01
-0.02

0.04

0.03
0.02

0.01

~0.01
-0.02
-003

t— A T (W W)
AN (W)

+0.561xAInh

vl Yl b b b b by by

+0.902x AIn(NY/NS)

s e e b b g b b g by v e b by

residuals

— —

0

L1 1

P | ~ 2\
N
| _

1958 59 60 61 62 63 64 65 66

Figure 9. Wage drift equation
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Figure 10. Demand for labour equation
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Figure 11. Supply of labour equation
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APPENDIX III

Operational Counterparts of the Variables Used in the Empirical Analysis,
Statistical Sources and Numerical Data.

Appendix III. A. Operational Counterparts of the Variables Used in
the Empirical Analysis and Statistical Sources.

Appendix III. B. Numerical Data.
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APPENDIX III. A. OPERATIONAL COUNTERPARTS OF THE VARIABLES
USED IN THE EMPIRICAL ANALYSIS AND STATISTICAL SOURCES

Vi == Price level, as measured by the ratio of the value of gross domestic
product at factor cost at current prices to its value at constant prices
= the implicit price index of the gross domestic product). The
constant-price time series was obtained by linking together two
separate series. The observations up to 1964 are based on a series the
weighting pattern of which is from the year 1954, and those for 1965

—66 on a series with a weighting pattern from the year 1964.1
w = BEarnings level, as measured by the level of earnings index for all wage
and salary earners. The time series employed was obtained by linking
together two separate series, with weights from 1954 and 1964
respectively.t
w = Level of negotiated wage rates, the operational counterpart of which

was constructed on the basis of those increases in wage rates that were
introduced through collective agreements for certain keyindustriesand
sectors. According to the available information, the following negotiated
increases were introduced during the sample period: 3 per cent at the
beginning of 1957; 4 per cent at the beginning of April 1958; 3 per
cent at the beginning of 1959; 3.5 per cent at the beginning of 1960;
4.3 per cent at the beginning of 1961; 3.5 per cent at the beginuing
of 1962; 6 per cent at the beginning of 1963 ; 6 per cent at the begin-
ning of 1964; 3.1 per cent at the beginning of March 1964; 3.1 per
cent at the beginning of October 1964; 3.8 per cent at the beginning
of 1965; 3 per cent at the beginning of February 1966; and 2.4 per
cent at the beginning of June 1966. The increases introduced in April
1958, March 1964 and October 1964 were effected to compensate
wage and salary earners for increases in the cost of living index in
conformity with the collective agreements in force. The Central Statis-
tical Office of Finland has published an index describing the move-
ment of negotiated wage rates since 1962. This index and the index
constructed here have behaved quite uniformly.2

w’[w" = Wage drift, which has been measured here by means of the ratio of

1. Source: National Accounting in Finland in 1946—1946 and Bulletin of Statistics, No. 10,
1967, both published by the Central Statistical Office of Finland.

2. The index of negotiated wage rates constructed by the Central Statistical Office of
Finland has been published in Palkkatilasto ( Wage and Salary Statistics) No. 1, 1968, issued
by the office.

110




the earnings index of wage and salary recipients to the index of
negotiated wage rates constructed for this study.

¢ - = Cost of living index, which was obtained by linking together the two
official cost-of-living index series available, with weights from (Octo-
ber) 1951 and (the fourth quarter of) 1957.3

p* = Deviation of the cost of living from the general price level, as meas-
ured by the ratio of the cost of living index to the implicit price index
of gross domestic product.

w’[p == Real earnings level, as measured by the ratio of the earnings level
index for wage and salary recipients to the implicit price index of
gross domestic product. '

i == Import prices, as measured by the unit value index of total mer-
chandise imports. The index employed was obtained by weighting
together two indices with 1954 and 1962 used respectively as base’
years.4 A

#” = Unit value index of raw material imports. The index was obtained
by linking together two indices, with 1954 and 1962 respectively as
the base years.*

" = Unit value index of investment goods imports. The index was obtained
by linking together two indices, with 1954 and 1962 respectively as
base years.* ‘

p™ = .61 p" + .39 4", the weights employed being proportional to the
shares of raw materials and investment goods in the total value of raw
material and investment goods imports in 1962.

N? = Demand for labour, as measured by the number employed according
to the current labour force sample surveys. (Since the supply of labour
exceeded the demand for it throughout the sample period, it was
legitimate to employ an indicator of realized employment as the
empirical counterpart of the demand for labour variable. )3

3. Source: Bulletin of Statistics, 1956—1967, published by the Central Statistical Office
of Finland.

4, Source: Foreign Trade, Monthly Bulletin, 1957—1967, published by the ‘Statistical
Bureau of the Board of Customs.

5. Source: Labour Reports, published by the Ministry of Communications and Public
Works (Employed Persons according to Labour Force Sample Survey). The figures for 1956°
and 1957 were obtained by means of the year-to-year changes in the employment figures
calculated by the Central Statistical Office of Finland; to convert these into quarterly
figures, use was made of seasonal indices based on the seasonal distribution of the Labour
Force Sample Survey figures for 1958.
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N°® = Supply of labour, as measured by the number of those in labour force
according to the Labour Force Sample Survey.$

N¢ = Labour input according to the Labour Force Sample Survey series.?

V' = Population of working age according to the relevant Labour Force
Sample Survey series.®

Y = Value of gross domestic product at factor cost at constant prices
(= volume of gross domestic product). The index employed was
obtained by linking together two time series, with weighting patterns
from the years 1954 and 1964 respectively.®

Y4]¥* = Excess demand in the commodity market, as measured by the ratio
of realized output to its own exponential trend.

T = Productivity of labour, as measured by the ratio of the volume of gross
domestic product to the total labour input series of the Labour Force
Sample Suﬂrvey.

h = Average hours worked, as measured by the ratio between the Labour
Force Sample Survey series of total labour input ‘and the number

»

employed.

6. Source: Labour Reports, published by the Ministry of Communications and Public
Works (Total Labour Force according to Labour Force Sample Survey). The quarterly
figures for 1956 and 1957 were obtained by assuming that the chénges from 1956 to 1957
and from 1957 to 1958 were the same as that from 1958 to 1959 and by employing the
seasonal distribution for 1958.

7. Source: Labour Reports, published by the Ministry of Communications and Public
Works (Labour Input according to Labour Force Sample Survey). The figures for 1956
and 1957 were obtained by employing the seasonal distribution for 1957 and the year-
to-year changes from 1956 to 1957 and from 1957 to 1958 in the labour input series of the
Central Statistical Office.

8. Source: Labour Reports, published by the Ministry of~00mmunications and Public
Works (Population 15 years and over). In the estimation of the figures for 1957, the
seasonal distribution in 1958 and the change in the number of persons in the age group 15
to 64 between 1957 and 1958, according to the annual statistics of the Central Statistical
Office, were used.

9. This series was also used in the computation of the operational counterpart of the
price level variable p.
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APPENDIX II1. B. NUMERICAL DATA, 1958=100

Year Quarter b 'y w’ w" w'lu wtlp
1956 . I
II ,
IIL 92.3 98.0 93.2
IV 90.3 100.6 93.2
1957 . I 90.7 1004 94.0 . 94.7 99.3 103.6
I 92.1 100.3 94.7 94.7 100.0 102.8
11T 94.5 100.4 95.7 95.5 100.2 101.3
v 94.8 102.0 96.2 97.1 99.1 101.5
1958 I 96.1 102.5 96.0 97.1 98.9 99.9
1 99.0 101.4 100.9 101.0 99.9 101.9
111 102.9 97.5 101.2 101.0 100.2 98.3
v 102.0 98.8 101.8 101.0 100.8 99.8
1959 I 99.3 101.6 102.9 104.0 98.9 } 103.6
II 100.6 100.1 104.9 104.0 100.9 104.3
IiI 104.8 96.6 105.5 104.0 101.4 100.7
v 102.2 101.1 105.8 104.0 101.7 103.5
1960 I - 101.7 102.0 108.4 107.6 100.7 106.6
Ix 102.2 102.3 110.5 107.6 102.7 108.1
III 108.5 97.0 111.4 107.6 103.5 102.7
v 106.0 99.0 112.7 107.6 104.7 106.3
1961 I 106.6 99.8 116.6 112.2 103.9 109.4
I1 107.7 98.8 118.5 112.2 105.6 110.0
ITT 112.6 94.6 120.3 112.2 107.2 106.8
v 109.5 - 98.3 121.5 112.2 108.3 111.0
; 1962 I 108.9 100.1 123.6 116.1 106.5 113.5
| 1T 111.8 98.9 126.4 116.1 108.9 113.1
ITT 116.0 96.9 ©126.9 116.1 109.3 109.4
v 113.8 100.0 128.4 116.1 110.6 112.8
1963 I 116.8 97.9' 131.6 123.1 106.9 112.7
11 120.4 96.3 137.8 123.1 111.9 114.5
111 124.5 94.2 140.3 123.1 114.0 112.7
v 121.3 98.8 141.6 123.1 115.0 . 116.7
1964 I 129.8 96.9 150.6 131.8 114.3 116.0
I 129.8 99.2 156.7 134.6 116.4 120.7
III 129.8 100.2 157.1 134.6 116.7 121.0
v 129.8 101.3 160.3 138.7 115.6 123.5
1965 I 135.2 98.5 168.4 144.0 116.9 124.6
1I 132.8 101.4 170.3 144.0 118.3 128.2
111 136.7 99.6 171.3 144.0 119.0 125.3
v 138.2 99.1 171.6 144.0 119.2 124.2
1966 I o 139.3 98.9 174.8 147.0 118.9 125.5
1T 138.8 100.6 180.3 149.6 120.5 129.9
111 143.9 98.3 185.0 152.0 121.7 128.6

v 144.0 99.5 185.0 152.0 121.7 128.5
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APPENDIX III B. (continued) NUMERICAL DATA, 1958=100

Year

1956

1957

1958

1959

1960

1961

1962

1963

1964

1965

1966

114

Quarter

I
II
111
v

I
11
111
v

I
II
IIX
v

I
II
III
v

I
II
11T
v

I
11
IIY
v

1
II
111
v

I
I
111
v

I
II
III
v

I
II
IIT
v

I
1I
III
v

[)i

80.0
82.1
83.6
102.9

104.3

100.7

98.6
97.1

96.4
95.0
95.0
94.3

97.9
96.4
95.0
98.6

97.9
97.9
96.9
97.9

99.8
98.9
97.9
98.9

98.9
99.8
99.8
101.8

101.8
101.8
101.8
102.8

102.8
102.8
102.8
102.8

104.8
102.8
101.8
102.8

pir

75.6
77.0

78.5
80.7
85.2
105.2

105.2
100.0
98.5
96.3

96.3
92.6

94.1

93.3

98.5
97.0
98.5
100.7

97.8
95.6
96.3
95.6

96.3 -

95.6
93.3
93.3

93.9
95.8
96.7
96.7

99.6
101.5
102.4

99.6

99.6
99.6
99.6
98.6

99.6
97.7
98.6
96.7

ﬁiz’

64.5
64.5

67.9
67.2
69.3
94.4

97.8
99.2
108.2
99.8

98.5
99.2
98.5
97.8

101.2
102.5

96.4
107.3

103.9
106.6
106.6
118.2

114.8
117.5
115.4
114.8

116.6
113.1
116.6
122.4

117.8
116.6
117.8
123.5

117.8
122.4
122.4
123.5

129.3

120.1 |

125.8
131.6

pimjz

71.3
72.1

74.4
75.4
79.0
101.0

102.3
99.7
100.3
97.7

97.2
95.2
95.8
95.1

99.6
99.1
97.7
103.3

100.2

99.9
100.3
104.4

103.5

104.1

101.9
101.7

102.8
102.5

104.5

106.7

106.7
107.3
108.4
108.9

106.7
108.5
108.5
108.3

111.2
106.4
111.5
112.1

r

90.3
97.2
101.7
97.3

101.4
98.0
101.3
96.2

102.3
97.2
101.5
99.0

102.5
104.6
110.3
109.8

117.1
115.2
118.3
117.6

126.3
122.8
125.6

126.0-

132.6
125.8
129.8
129.7

131.5
131.6
134.6
136.9

-136.8
137.2

146.9
146.9

146.2
148.3
151.4
147.1

145.3

149.9-

154.1
155.8

.Nd

99.8
103.3

100.3
101.9
101.9

98.0

99.8
101.0
101.1

98.1

98.1
101.6
103.8
100.5

100.7
104.4
107.6
103.6

102.0
105.5
108.2
104.3

103.3
106.9
109.8
105.1

102.7
106.2
109.2
105.3

103.3
107.6
110.6
105.7

104.3
108.5
111.8
106.3

104.3
109.0
112.4
107.2

N:

96.9
98.9

99.3
100.1
100.1

97.7

100.0
101.0
100.8

98.2

98.3
100.3
102.5

99.3

100.0
102.6
105.4
101.6

100.7
103.6
105.9
102.3

101.9
104.6
107.3
103.4

101.9
104.1
107.0
103.0

102.5
105.7
108.4
104.1

102.9
106.5
109.6
104.6

103.5
107.2
110.1
105.3

Nd/Ns

103.0
104.4

101.0
101.8
101.8
100.3

99.8
100.0
100.3

99.9

99.8
101.3
101.3
101.2

100.7
101.8
102.1
102.0

101.3
101.8
102.2
102.0

101.4
102.2
102.3
101.6

100.8
102.0
102.1
102.2

100.8
101.8
102.0
101.5

101.4
101.9
102.0
101.6

100.8
101.7
102.1
101.8




APPENDIX III. B. (continued) NUMERICAL DATA,
1958=100 .

Year

1956

1957

1958

1959

1960

" 1961

1962

1963

1964

1965

1966

Quarter

I
II
III
v

I

1I

111
v .

I
11
III
v

I
II
III
v

I
1I
III
v

I

+ IT
11T
v

I
1I
111
v

I
I
III
IV

1
1I
111
v

I
I
I
v

i
II
111
v

14

98.9
99.3
99.3
99.7

99.6
99.9
100.1
100.4

100.6
100.9
101.2
101.4

101.8
102.1
102.5
102.9

103.2
103.7
104.1
104.6

105.0
105.5
105.9
106.4

106.8
107.2
107.7
108.2

108.6
109.0
109.4
109.8

- 110.1

110.5
110.9
111.3

111.7
112.1
112.5
112.8

Nt

103.1
104.3

100.2
102.2
100.6
101.0

99.2

. 101.1

99.4
100.3

98.6
100.8
97.8
101.8

100.9
104.1
103.0
105.2

103.4
106.6
106.0
108.0

105.8
108.9
107.9
109.7

105.8
108.5
106.0
109.4

107.3
110.3
107.4
110.4

107.9
111.6
108.8
111.3

109.1
111.5
108.6
112.6

T

98.6
93.2

101.2
95.9
100.7
95.2

103.1
96.1
102.1
98.7

104.0
103.8
112.8
107.9

116.1
110.7
114.9
111.8

122.1
115.2
118.5
116.7

125.3
115.5
120.3
118.2

124.3
121.3
127.0
124.2

127.5
124.4
136.8
133.1

135.5
132.9
139.2
132.2

133.2
134.4
141.9
138.4

99.9
100.3
98.7
103.1

99.4
100.1
98.3
102.2

100.5
99.2
94.2

101.3

100.2
99.7
95.7

101.5

101.4
101.0

98.0
103.5

102.4
101.9

98.3
104.4

103.0-

102.2
97.1
103.9

103.9

102.5.

97.1
104.4

103.5
102.9

97.3
104.7

104.6
102.3

96.6
105.0

115
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APPENDIX IV

Correlation Mairix of Variables in Transformed Excess Demand and Capacity Models

(correlation coefficients are based on the logarithmic differences between the variables)

b b v
b 1.000
by 930 1.000
we 925 924 1.000
wp 545 648 .823
o 909 914 .978
we [’ 821 .806 .896
T 589 629 .746
e 319 299 494
NS 528 465 .603
NeNs ~219 -149 .285
r 597 624 779
(¥Yérs)y_y  —305 —317 —.122
) A57 154 204
v 882 .878 .952
2 546 557 .372
P -.469 —.194 —.192
(NUNsy_, 269 —.269 -.308
x

) —.194 —.856 —.107

w'lp

1.000 -

780
749
.766
.615
540
.391
824
.188
216
781
.394
278
.335
.266

w' wtfw’ T
1.000

.784 1.000

737 .652 1.000
426 .567 .669
570 584 598
-596 213 405
746 731 958
-177 167 -.340
162 264 -.156
910 .898 .734
451 146 972
998 -.272 973
-109 .143 .185
.600 -.161 .806

Nd

1.000
.885
.606
.802
489
293
.581

—-.142
137
478
210

N5 NNs

1.000
.168 1.000
734 454
285 .532
112 —-.126
.665 .104
165 .587
277 -.196
.191  .686
253 117

¥ (Y1)
1.000
196 1.000
725 429
797 813
644 448
308 .201
278 538
A11 150

A v ™

1.000

238 1.000

930 .287 1.000
~526 —.798 .976 1.000
604 .188 —.550 —.684
~492 -491 —155 575

1.000
241

P (NN p*

1.000
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