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Does excessive liquidity creation trigger bank failures?

Abstract

This paper introduces the “Excessive Liquidity Creation Hypothesis,” whereby a rise in a
bank’s core liquidity creation activity increases its probability of failure. Russia experi-
enced many bank failures over the past decade, making it an ideal natural field experiment
for testing this hypothesis. Using Berger and Bouwman’s (2009) liquidity creation meas-
ures, we find that excessive liquidity creation significantly increased the probability of
bank failure during our observation period (206Q007). This finding survives multiple

robustness checks. Our results further suggest that regulatory authorities can mitigate sys-
temic distress and reduce the costs to society from bank failures through early identifica-

tion and enhanced monitoring of excessive liquidity creators.
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1  Introduction

Predicting bank failure is a persistent challenge, not just for regulators who seek timely
warning of an impending failure to deploy monitoring and enhance enforcement, but also
owners and taxpayers who want to avoid substantial costs and reduce the time needed to
resolve losses.

Two hypotheses dominate the literature on bank failure: the “Weak Fundamentals
Hypothesis” (WFH) and the “Liquidity Shortage Hypothesis” (LSH). Under the WFH,
poor bank fundamentals foreshadow an impending bank failure. CAMELS proxies are of-
ten used in early warning systems, with decaying capital ratios, reduced liquidity, deterio-
rating loan quality, and depleted earnings are signaling a rising likelihood of bank failure.
Whereas bank failures are information-based under the WFH, the LSH supposes that bank
fragility stems from irrational behavior of uninformed depositors who are incapable of dis-
tinguishing between liquidity and solvency shocks. Under the LSH, banks are assumed to
be solvent, but because they finance illiquid assets with liquid liabilities, they are exposed
to external shocks that may lead to liquidity shortages. Under a sequential servicing con-
straint, first-in-line depositors expect to receive all their deposits and the probability of
failure rises as the bank’s ability to meet deposit withdrawals declines.

The literature on bank failures generally treats fragility from the perspective of as-
set risk (WFH) or liability risk (LSH) separately. We suggest that the interaction between
asset and liability risk could additionally be a driver of bank failure. Following the tradi-
tion of Meyer and Pifer (1970) in which financial measure trends are used to discriminate
between viable and failing banks, we develop a novel hypothesis on the source of bank dis-
tress. We capture the connectedness of asset and liability risk through a comprehensive
measure of liquidity creation which, according to the financial intermediation literature, is
one of the primary functions of banks. Indeed, banks can create liquidity on their balance
sheets by financing relatively illiquid assets with relatively liquid liabilities (Bryant, 1980;
Diamond and Dybvig, 1983) or off their balance sheets through loan commitments and
other liquidity claims (Kashyap, Rajan, and Stein, 2002). In our view, bank failure can be
explained in certain instances as the result of a bank engaging excessively in its role as a
liquidity creator. We propose the “Excessive Liquidity Creation Hypothesis” (ELCH) to
explain bank failures, augmenting the WFH - which identifies banks with weak fundamen-
tals- and the LSH — which focuses on the inability of banks to meet liquidity commitments.
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The ELCH says that the probability of a bank’s failure increases with a proliferation of the
bank’s core output in the form of excessive liquidity creation.

The ELCH has theoretical and empirical foundations. On the theoretical side,
Diamond and Rajan (2000, 2001, 2002) argue that the activities of transforming illiquid
assets into more liquid demand deposits are fundamentally incompatible and can only pre-
vail in the presence of financial fragility. The model by Allen and Gale (2004) further
shows that the role of financial intermediaries as risk transformers and liquidity creators
exposes them to risk of failure. When the bank creates liquidity, the likelihood of distress
increases and the severity of losses is exacerbated as assets are liquidated to meet liquidity
demands. Allen and Gale (2004) even justify regulating bank liquidity provision in the sys-
tem.’

Recent empirical work also suggests that the liquidity creation activity of banks is
inextricably coupled with increased exposure to risk. Indeed, liquidity creation expands as
a bank sells long-term illiquid loans and is reduced when the bank invests in short-term
government bonds (Berger and Bouwman, 2009). However, the risks associated with fi-
nancing a long-term illiquid loan are generally more pronounced than the risk of investing
in short-term government securities. Not only does liquidity creation elevate bank exposure
to risk, but Berger and Bouwman (2011) also report that it tends to be high prior to finan-
cial crises in the U.S. They propose that curbing liquidity creation may be desirable to con-
tain build-ups in system-wide fragility.

None of the WFH, LSH, or ELCH hypotheses fully define the universe of bank
fragility, but identifying the causes of bank failures is important in setting the regulatory
agenda. The WFH stresses prudential macroeconomic policies that promote bank stability
and limit moral hazard incentives. The LSH addresses confidence-building assistance
mechanisms to reduce the depositors’ incentives for bank runs (deposit insurance, central
bank lender-of-last-resort actions, and government bailouts). The ELCH considers the con-
ditions in which heightened monitoring of liquidity creation in the system is warranted.
The sooner a bank is identified as an excessive liquidity creator, the more prompt regula-
tory action can bring this core activity back to acceptable levels, and thereby reduce the

likelihood of failure and potential taxpayer losses.

! In contrast, Williamson (1988) argues government intervention may not be warranted even of liquidity pro-
vision leads to bank failure.
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Russia’s banking system provides a natural field experiment to test our ELCH.
Over 200 banks failed in Russia between 2000 and 2007 and many of the failures were un-
related to the business cycle. Furthermore, the availability of a rich panel dataset on all
banks allows for the measurement of liquidity creation following the methodology of Ber-
ger and Bouwman (2009), which requires detailed bank-level data. The quarterly fre-
quency of data enables precise tracking of early developments that lead to the failure of
banks. Considering all banks in the system ensures against a selection bias.

To gauge the impact of excessive liquidity creation on the probability of bank
failures, we perform logit regressions with bank random effects. We account for excessive
liquidity creation with dummy variables based on different thresholds for liquidity creation
in a given quarter. Our findings confirm our hypothesis that excessive liquidity creation
increases the probability of bank failures, and they are robust to several validity checks.
Rather than suggesting a cut-off rate for excessive liquidity creation, we propose a screen-
ing procedure for financial intermediaries based on ranking in terms of liquidity creation in
the system. The identification of excessive liquidity creators allows regulators target en-
hanced oversight measures to reduce the number of failures and strengthen incumbent in-
stitutions.

The rest of the paper is structured as follows. Section 2 reviews the literature. Sec-
tion 3 presents the data and the methodology. Section 4 discusses the results. Section 5

concludes.

2 Literature review

We group the extant literature on bank failures under the WFH and the LSH. Broadly
speaking, the WFH says banks that fail are ex-ante weaker and have less solid fundamen-
tals than banks that do not fail. Key indicators of impending failure are deteriorating levels
of capital adequacy, drying up of liquidity, worsening asset quality, and falling profitabil-
ity. Two seminal papers deserve mention. Meyer and Pifer (1970) apply a set of financial
ratios to predict the likelihood of bank failures. Rolnick and Weber (1984) find that banks
with weak fundamentals are disciplined by markets because they fail when market condi-
tions deteriorate and asset prices fall. After US regulators introduced CAMELS ratings to
assess bank conditions, a number of scholars used traditional proxies for their components
to develop early warning systems. These studies include Avery and Hanweck (1984),
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Whalen (1991), Thompson (1991, 1992), Cole and Gunther (1995), Wheelock and Wilson
(2000), DeYoung (2003), and Oshinsky and Olin (2005). Research concerning emerging
markets also finds that weak bank fundamentals significantly affect the likelihood of fail-
ure.’

Other studies in the WFH literature focus on particular fundamentals that might
predict bank failure. Estrella, Park, and Peristiani (2000) advocate the use of simple and
informative measures of capital adequacy such as leverage and the ratio of capital to gross
revenues to predict subsequent bank failures. Wheelock and Wilson (2000) make three ob-
servations: managerial inefficiency increases the likelihood of bank failure, inefficient
banks are less likely to be acquired, and banks close to insolvency are more likely to be
acquired. DeYoung (2003) shows that the number of bank failures increases with opera-
tional cost inefficiencies for both established and de novo banks.

There has been a resurgence of interest in predicting bank failures using bank
fundamentals in the wake of the recent global financial crisis. Torna (2010) attributes the
underlying causes of deterioration in bank condition and subsequent failures to specific
nontraditional banking (modern banking) activities such as investment banking, insurance,
securitization, derivatives trading, and venture capital practices. Aubuchon and Wheelock
(2010) assess the importance of regional economic characteristics in driving bank failures
rather than using bank-specific characteristics. Ng and Roychowdhury (2010) report that
additions to loan loss reserves positively relate to subsequent bank failures. Cole and White
(2012) revisit traditional proxies for the CAMELS ratings, finding that they do a good job
in explaining bank failures and that the most significant predictor is commercial real estate
investment.

Unlike the WFH, the LSH attributes bank failures to a liquidity shortage shock
that impairs the ability of banks to meet contractual debt obligations. When there is a shock
to the real economy, the financing of illiquid assets with liquid liabilities can lead to a li-
quidity shortage that forces banks to curtail credit (Diamond and Rajan, 2001). In a review
of the theory and history of banking crises, Calomiris (2007) identifies panic and funda-
mentalist views to explain the causes of liquidity shortages that lead to bank failures during

events of contagion. Under the panic view, banks fail during fear-driven runs; the liquidity

2 See Arena (2008) for evidence from Latin America and East Asia; Lanine and Vander Vennet (2006) and
Claeys and Schoors (2007) for Russia; Molina (2002) for Venezuela; and Ozkan-Gunay and Ozkan (2007)
for Turkey.
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shortage is caused by unwarranted deposit withdrawals that are unrelated to bank solvency.
Under the fundamentalist view, banks fail during crises following an exogenous adverse
change in economic conditions. Fundamental losses to bank borrowers lead to endogenous
contractions of deposits and loans and they curb the supply of money and credit, which, in
turn, produces a liquidity shortage.

A large body of evidence supports the LSH, whether the liquidity shortage stems
from unwarranted deposit withdrawals or from weakened bank fundamentals. Early evi-
dence from the Great Depression by Friedman and Schwartz (1963) suggests that bank
failures result from unwarranted panic and that failing banks tend to be more illiquid than
insolvent. Panics are attributed to “mob psychology” or “mass hysteria” (Kindleberger,
1978). In the conceptual framework of Diamond and Dybvig (1983), banks finance illiquid
assets with demandable debts and face a first-come-first-served constraint. This leads
Postlewaite and Vives (1987) to conclude that bank runs are self-fulfilling prophecies. In a
recent study, Vazquez and Federico (2012) provide empirical evidence on the link between
liquidity shortage and probability of failure for a bank during the global financial crisis.
The authors measure liquidity by the net stable funding ratio defined in the proposed Basel
I11 reform. They observe that banks characterized by weaker liquidity in the pre-crisis peri-
od were more likely to fail during the crisis.

Liquidity shortages can also unfold following an economic downturn that reduces
the value of bank assets. As the likelihood of the bank not meeting its commitments in-
creases, depositors exert pressure and withdraw their funds. Under the fundamentalist
view, bank failures are a rational response to an unfolding economic recession (Gorton,
1988). Calomiris and Gorton (1991) point out that 19" century banking crises were pre-
dicted by leading economic indicators. Calomiris and Mason (2003) contend that most
bank failures during the Depression can be explained by weakened fundamentals from
holding relatively illiquid and low-quality assets, as well as little capital.

A number of authors have modeled banking panics as an aggregate uncertainty
risk that results from business-cycle risk (Jacklin and Bhattacharya, 1988; Hellwig, 1994;
and Alonso, 1996), and which is heightened when liquidity needs are high (Chari and
Jagannathan, 1988). Allen and Gale’s (1998) model assumes that depositors can observe a
leading economic indicator that correlates with future asset returns, consistent with the
business cycle view of bank panics. Fundamental shocks are also the driver of financial
crises in Allen and Gale’s (2004) general equilibrium framework for understanding crises.
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In addition to weak fundamentals that undermine bank solvency, the WFH can
apply to a liquidity shortage shock that may lead to individual and systemic bank failures,
because liquidity (or the lack thereof) serves as a channel through which contagion is
spread from bank to bank (Allen and Gale, 2004). A drop in liquidity creation at banks re-
duces credit supply and can lead to economic recessions (Bernanke, 1983; Peek and
Rosengren, 2000). Liquidity shocks can also result in contagion and a systemic meltdown
(Diamond and Rajan, 2005), as well as severe distributional effects across large and small
firms in the economy (Khwaja and Mian, 2008).°

Just as a liquidity shortage can have serious implications for a bank’s survival, ex-
cess liquidity creation may have severe repercussions. Diamond and Rajan (2000, 2001,
2002) note that financial fragility is a driver for bank liquidity creation, suggesting that
bank failures are more likely to occur when the level of liquidity creation is high. As li-
quidity creation increases, banks are forced to dispose of their illiquid assets to meet de-
positor withdrawals, thereby raising the risk of failures when assets are insufficient to meet
non-contingent commitments (Allen and Gale, 2004).

Berger and Bouwman (2009) develop a measure of bank liquidity creation and
show that this comprehensive measure of bank output in the US increased substantially
between 1993 and 2003. In contrasting the characteristics of the top 25% and bottom 25%
liquidity creators among large, medium, and small banks, they find that multi-bank holding
companies tend to create the most liquidity, that retail banks create far less liquidity per
dollar of assets or equity, and that wholesale banks tend to be low liquidity creators. Banks
engaged in mergers and acquisition (M&A\) activity also tend to create more liquidity than
banks with no M&A activity. In a follow-up study, Berger and Bouwman (2011) investi-
gate whether high aggregate bank liquidity creation is a good predictor of a financial crisis.
They find that high levels of liquidity creation are a better indicator of crises than GDP, the
federal funds rate, or stock market returns. Here, we propose that individual — not just ag-
gregate — bank liquidity creation may have incremental explanatory power in predicting
bank failures, even after controlling for the macroeconomic environment.

The intuition that excessive liquidity creation may be detrimental to bank stability
is mentioned in the literature on banking crises where private credit is taken as a proxy for

liquidity creation. For example, Cottarelli, Dell’Ariccia, and Vladkove (2005) find that the

® In the empirical section, we assess whether liquidity shortages affect the probability of a bank failure.

10
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ratio of credit to GDP increases by 5 to 10 percentage points prior to banking crises. Stud-
ies by Demirglic-Kunt and Detragiache (1998), Drees and Pazarbasioglu (1998), and
Kaminsky and Reinhart (1999) similarly establish that credit expansion to the private sec-
tor usually precedes banking crises.

3 Data description and methodology
3.1 Data

We use bank-level financial statement data for Russian banks from Interfax, a financial
information agency that collects and organizes data from the Central Bank of Russia
(CBR).* This rich dataset has several advantages. First, it provides data on all banks in
Russia, and thus avoids the selection bias problem. Second, the quarterly data provide an
opportunity to track developments preceding bank failures with reasonable precision. Fi-
nally, the dataset contains the detailed financial information necessary for the calculation
of liquidity creation measures. The breakdown of loan portfolios enables us distinguish
between corporate, household, and government loans; deposits are classified by type; secu-
rities portfolios are reported by asset classes; and there is detailed information on the ma-
turity of all liabilities.

The original data feature an unbalanced panel for the period starting from the first
quarter of 1999 and running to the fourth quarter of 2009. For our analysis, however, we
only use the data covering the period between 2000 and 2007 to exclude possible contami-
nation from bank failures stemming from the Russia’s 1998 financial crisis and the global
financial crisis.” Our goal is to identify bank failures that occur in “normal” economic
times, i.e. when the system is not otherwise subject to a major shock but has seen a prolif-
eration in the production of the bank’s main output.

To make sure that we consider deposit-taking institutions only, we apply a series
of filters on our dataset. First, we drop observations for which the ratio of total loans to to-

tal assets is lower than 5%. Second, we exclude observations for which the sum of all de-

* For a more detailed description of the dataset, see Karas and Schoors (2005).

3 Despite the fact that Russian banks were not directly exposed to the financial instruments that triggered the
global financial turmoil, both the banking sector and the economy as a whole were hit by the crisis in the
second half of 2008 due to a sudden lack of access to foreign financing and a significant drop in the price of
oil. In September 2008, the Russian government and the Central Bank of Russia began to implement a wide
variety of measures to support the stability of the financial system.

11
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posits equals to 0. Finally, we drop observations where the capital-to-assets ratio is larger
than 100%. Our final sample includes over 33,000 bank-quarter observations.

We also augment the main dataset using other information. The CBR’s list of
failed banks indentifies roughly 230 failed institutions distributed over the whole period of
study.® We also hand-collect data on the location of banks and their branches from the
CBR website. We use this information to control for the regional characteristics of the en-
vironments in which banks operate using data from the Russian Federal State Statistics

Service (Rosstat).

3.2 Liquidity creation measures

Following the three-step procedure developed by Berger and Bouwman (2009) to construct
measures of liquidity creation for Russian banks, we classify bank activities as liquid,
semi-liquid or illiquid.” We consider all items included under assets, liabilities, and capital,
and make our classification based on the ease, cost, and time necessary for banks (custom-
ers) to turn their obligations into liquid funds (withdraw funds), taking into account Rus-
sian-specific factors, e.g. active trading in certain securities.

We next assign weights to all balance sheet items. In line with financial interme-
diation theory that banks create liquidity by transforming illiquid assets to liquid liabilities,
we apply positive weights to these two balance sheet categories. We also assign negative
weights to liquid assets, illiquid liabilities, and capital, since bank liquidity creation is de-
stroyed if illiquid liabilities are used to finance liquid assets.

Equation 1 shows the functional form used to measure bank liquidity creation.

liquidity creation = {¥ x illiquid assets + 0 x semi-liquid assets — ¥ x liquid assets } +{ %2 x liquid

liabilities + 0 x semi-liquid liabilities — % x illiquid liabilities } — %2 x capital 1)

We construct two measures of liquidity creation (LC) from Eq. 1, using two definitions for
each of the right-hand-side terms. The first liquidity creation measure, LC1, is based on a
category classification of balance sheet items. The second measure, LC2, is a liquidity
creation measure that rests on a maturity classification of bank activities. Table 1 provides

® The last column of Table 2 provides the breakdown of the number of bank failures by quarter.
’ Unlike Berger and Bouwman (2009), we do not consider off-balance sheet items. For most of the sample
period, off-balance sheet activities are insignificant in Russia.

12
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a detailed description of balance sheet items used to calculate our two liquidity creation

measures, their classification according to categories and maturities, and the weights as-

signed to each grouping.

Table 1 Liquidity creation measures
Illiquid assets (1/2) Semi-liquid assets (0) Liquid assets (-1/2)

w Loans to firms Interbank loans Correspondent accounts with other
% banks
g Other assets Loans to government Government securities (incl. securities
w issued by regions and municipalities)
E Loans to individuals Investments in promissory notes
14
8 Liquid liabilities (1/2) Semi-liquid liabilities (0) | Hliquid liabilities and capital (-1/2)
'|-'_J Debt securities issued (prom- |Debt securities issued (deposit Other liabilities
< issory notes) and saving certificates, bonds)
© [ "Claims of non-bank sector: | Claims of non-bank sector: Capital
O | settlement accounts (firms, |term deposits accounts (firms,
2

households, government)

households, government)

Claims of banks

LC2: MATURITY MEASURE

Illiquid assets (1/2)

Semi-liquid assets (0)

Liquid assets (-1/2)

Interbank loans (maturity
more than 1 year)

Interbank loans (maturity
more than a week and less
than 1 year)

Interbank loans (maturity less than a
week)

Loans to firms

Loans to government

Correspondent accounts with other
banks

Other assets

Loans to individuals

Government securities (incl. securities
issued by regions and municipalities)

Investments in promissory notes

Liquid liabilities (1/2)

Semi-liquid liabilities (0)

Illiquid liabilities and capital (-1/2)

Liabilities with maturity lower
than 90 days

Liabilities (term deposits and
debt securities) with maturity
less than 1 year

Liabilities (term deposits, debt securi-
ties) with maturity more than 1 year and
overdue liabilities and liabilities with
uncertain term to maturity

Current and corresponding
accounts

Capital

This table classifies all balance sheet items in terms of their liquidity. The weight of each category is given in
parentheses and it is used to calculate two liquidity creation measures following Equation (1). LC1 denotes
the category-based liquidity creation measure, where bank activities are classified based on different catego-
ries. LC2 is the maturity-based liquidity creation measure, and it rests on a category as well as maturity clas-
sification for interbank loans and all liabilities.

For LC1, the liquid assets category consists of (a) correspondent accounts with other banks

(i.e. central bank, domestic, and foreign banks) (b) investments in government securities,

13
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and (c) investments in promissory notes. We do not consider investments in non-
government securities as their values are quite low for most of the observation period.®

In examining loans, we follow the literature and consider corporate loans as illig-
uid assets since banks generally lack the option of selling them to meet liquidity needs. We
classify other types of loans as semi-liquid assets, including consumer loans, loans to the
government, and interbank loans. As mortgage lending is quite a recent phenomenon in
Russia, the majority of consumer loans here are short-term loans to buy consumer goods.
We view consumer loans as semi-liquid following the idea that items with shorter maturity
tend to be more liquid than longer-term items, notwithstanding rare loan securitization in
Russia. All other assets (calculated as the difference between total assets and the sum of all
loans and liquid assets) include fixed assets and are regarded as illiquid items.

On the liability side, we distinguish between three broad categories: claims of
banks, claims of the non-banking sector, and debt securities issued by banks. Claims of
banks are readily available for withdrawal and fall into the liquid liabilities category. In
contrast, claims of the non-banking sector are of two types. The first category includes the
settlement accounts of clients (domestic and foreign firms, government, and households).
These are classified as liquid because customers can easily withdraw these funds without
penalty. The second category of claims of non-banking sector contains term deposits clas-
sified as semi-liquid because it may be difficult or costly to withdraw them immediately.
The final liabilities category, debt securities issued by banks, consists of promissory notes,
deposit and saving certificates, and bonds. Since Russia has liquid markets for promissory
notes, we classify these instruments as liquid liabilities. Markets for deposit and savings
certificates, as well as bonds, have only emerged in recent years. Issuance of these instru-
ments is insignificant in our sample period, so we categorize these as semi-liquid liabili-
ties. Following the same logic as on the asset side of the balance sheet, we calculate other
liabilities as the difference between total liabilities and the sum of all of the above-
mentioned claims and view them as illiquid items, similar to the treatment of bank capital.

Careful examination of the balance sheet information of Russian banks shows a

more detailed breakdown of the reporting of some items based on maturity. Maturity-based

® Russia’s capital markets are still too illiquid for banks to invest in non-government securities. Unlike gov-
ernment securities, banks also have little incentive to hold these securities as they cannot be used as collateral
when borrowing from the CBR. Finally, data on investments in non-government securities is only available
starting from 2004, i.e. several years into the observation period. Even so, we went ahead and recalculated
two liquidity creation measures using this data. The results showed trends in line with those of LC1 and LC2.

14
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information provides us with important additional information to define liquidity creation
in a more precise manner and construct our second liquidity creation measure, LC2. On the
asset side, the maturity breakdown is available for interbank loans only. Thus, we classify
all assets other than interbank loans as in LC1. Next, we group interbank loans with a ma-
turity of less than one week in the category of liquid assets, interbank loans with a maturity
of more than one year and nonperforming interbank loans are treated as illiquid, and all
other interbank loans are labeled as semi-liquid assets.

The classification of liabilities for the LC2 calculation is based solely on maturity.
We apply the general principle that items of shorter maturity are more liquid than longer
term liabilities. The liquid liabilities category includes term deposits and debt securities
with maturities shorter than 90 days, as well as current and correspondent accounts. Li-
abilities with maturities between 90 days and one year fall into the semi-liquid category,
and liabilities with maturities over a year, overdue liabilities, and liabilities with uncertain
terms to maturity are classified as illiquid. Like with LC1, we treat bank capital as an illig-
uid portion of the balance sheet. Both liquidity creation measures, LC1 and LC2, are nor-
malized by total assets for better comparability across banks and to avoid attributing exces-

sive liquidity creation weight for large banks.

3.3 Methodology

We examine the distribution of the liquidity creation measures in each quarter and generate
a series of dummy variables corresponding to four segments of the upper and lower tails of
their distribution to account for excessive and extremely low liquidity creation. Our aim
here is to capture both excessive liquidity creation and shortages in liquidity creation.

The dummy variables LC_80-85%, LC 85-90%, LC 90-95%, and LC_Top5 are
equal to 1 if the liquidity creation measure in a given quarter ranges between the 80" and
85™ percentile, between the 85™ and 90™ percentile, between the 90™ and 95™ percentile,
and above the 95" percentile, respectively. The dummy variables LC_15-20%, LC_10-
15%, LC_5-10%, and LC_Bottom5 are equal to 1 if the liquidity creation measure in a
given quarter falls between the 15" and 20" percentile, between the 10™ and 15™ percen-
tile, between the 5™ and 10™ percentile, and below the 5 percentile, respectively.

To gauge the impact of different levels of liquidity creation on the probability of

bank failures and test the ELCH, we implement a panel logit model under the random ef-
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fect assumption. We estimate a bank-level model in which the dependent variable is a
dummy variable equal to 1 if the bank’s license is withdrawn in a given quarter and 0 oth-
erwise. Bank failure is defined as the official closure of a bank when it is declared as no
longer viable and its license is withdrawn. This definition of bank failures is in line with
prior studies on the determinants of bank failures in Russia (e.g. Claeys and Schoors, 2007;
Fungéacova and Weill, 2009).

In addition to our primary explanatory variable expressed in terms of different
levels of liquidity creation, we also consider bank-specific control variables common in
bank failure literature, as well as control variables related to the local market environment
in which a particular bank operates. At the bank level, we control for size measured by the
logarithm of total assets (Size) and for bank profitability proxied by return on assets (ROA).
The scale of operations may influence the probability of failure as it affects their ability to
diversify the loan portfolios (Calomiris and Mason, 2000), so we expect the sign on the
estimated coefficient of Size to be negative. The “too big to fail” thesis supports this expec-
tation and conforms with the view that larger banks are more likely to receive the support
of the government and not fail. As for bank profitability, the WFH predicts that weak bank
performance to be a major determinant of bank failure. By considering profitability as an
ex-ante measure of asset risk (Arena, 2008), we expect a negative association between the
probability of bank failure and ROA.

About half of Russian banks are headquartered in Moscow. The rest are geo-
graphically spread throughout the country. Our region-level variables take into account the
local macroeconomic environment of the regions in which each bank operates. We assign
banks to particular regions based on the location of their headquarters and branch activi-
ties. Given that we do not have information regarding the operations associated with each
branch, we use the distribution of branch offices as a proxy for bank output in a given re-
gion. Each of the regional variables for a given bank is thus calculated as a weighted aver-
age of the regional variable’s value for the regions in which a bank operates, using the dis-
tribution of branch offices in particular regions as weights. For the regional variable
Household Income Growth, household income is defined as regional household income per
capita. For Small Business Growth, small business is proxied by the number of small and
medium-sized enterprises (SMES) in a given region multiplied by the average number of
employees that SMEs have in that region. We expect a negative relation between each of

the regional variables and the probability of bank failure as a more favorable macroeco-
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nomic environment is expected to foster bank activity and enhance financial stability. We

additionally consider local market concentration in the robustness checks.

4 Results

Table 2 summarizes the quarterly evolution of LC1 and LC2 normalized by total assets.

Table 2 Development of the Main Variables
Obs. LC1/ assets LC2/ assets Size Number of failures
(mean in %) (mean in %)

200091 1214 20.91 17.50 1280.7 14
200002 1222 21.30 17.89 1389.5 7
200093 1227 22.49 18.84 1597.7 9
200094 1218 21.63 18.23 1739.4 8
200191 1217 23.64 19.83 1882.7 3
200192 1223 23.44 19.71 20315 6
200193 1219 24.37 20.51 22074 8
200194 1227 23.70 20.03 2348.0 6
200291 1149 25.38 20.60 2 605.7 5
200292 1227 25.72 21.01 2 658.8 8
200293 1235 25.96 21.10 2786.1 5
200294 1231 25.53 20.54 3074.9 6
2003q1 1228 26.27 21.42 3349.4 3
200302 1233 26.08 21.04 3630.7 5
200393 1229 27.04 21.21 3920.2 5
200394 1234 25.22 20.04 4196.0 5
200491 1238 26.34 19.94 4 436.6 3
200492 1225 28.12 20.72 4664.4 4
200493 1208 26.16 18.19 4951.8 10
200494 1198 25.01 18.80 5488.3 12
200501 1197 26.02 18.21 5886.5 11
200502 1191 26.89 18.41 6 429.5 5
200593 1175 26.65 17.68 7 059.0 19
200504 1163 25.27 17.43 7803.9 6
2006091 845 30.35 18.39 11127.6 7
200602 850 30.11 18.82 12 175.8 14
200693 934 29.35 18.41 12 060.9 12
200694 984 28.05 19.11 13171.9 9
200791 996 29.59 18.74 14 435.8 3
200792 995 29.69 18.96 16 026.3 4
200793 987 30.56 19.40 17 020.2 7
200794 983 28.60 18.63 19 276.4 4

This table presents the development of the main variables employed in our analysis. As explained in Table 1,
LC1 and LC2 are the category and maturity liquidity creation measures, respectively. They are expressed as
proportion of total assets. Size denotes total assets in millions of rubles. We also report the number of failed
banks that occurred in every quarter by considering those failed banks for which data are available four quar-
ters before the failure.

Between 2000 and 2007, LC1 is consistently larger than LC2, exhibiting an upward trend
from 22 to 30 percent of assets whereas LC2 hovers around 18 to 21 percent of assets. LC1

also exhibits more volatility than LC2, which is relatively more stable over the sample pe-
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riod. The growth in both LC ratios results from increasing levels of liquidity creation
throughout the sample period at a time where total bank assets are also rising.
We next present the results of multivariate logit regressions.

4.1  Regression results

In all of the logit regressions, we show the results using the top and bottom percentile
ranges for both LC1 and LC2 ratios across four lags (one lag for each of the four quarters
preceding a bank failure). We present the results of the baseline models in Table 3.

The figures in Table 3 indicate that the coefficient estimate of LC_Top5 is posi-
tive and significant at the 1% level across all quarters preceding bank failure and using
both measures of liquidity creation. The findings suggest that banks with liquidity creation
ratios exceeding the 95™ percentile of the liquidity creation distribution in the system in all
four quarters prior to failure are more likely to fail compared to banks with more moderate
levels of liquidity creation. This estimation result lends strong support to the hypothesis
that excessive liquidity creation increases the probability of bank failure. We also observe
some other positive and significant coefficients for LC_85-90% and LC_90-95%. In line
with the theoretical work of Allen and Gale (2004) and the empirical evidence from the US
(Berger and Bouwman, 2011), the likelihood of bank distress increases when the financing
of liquid liabilities with illiquid assets proliferates. The more liquidity banks create, the
greater the likelihood of failure. Indeed when financial intermediaries carry a larger share
of illiquid loans on their balance sheets, they become more sensitive to liquidity risk; and
similarly, when the deposit share in total liabilities increases, banks become more vulner-
able to bank runs. Thus, the problem of high liquidity creation ratios might originate from
an excessive concentration on either or both sides of a bank’s balance sheet. As the bank
becomes more focused on its core liquidity creation activity, a detrimental process emerges
that increases the probability of failure and may eventually reduce the common pool of li-

quidity creation in the economy.
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Table 3 Liquidity Creation and Bank Failures: Baseline Model

LC1/Assets LC2/Assets

Quarters before failure
1 quarter 2 quarters 3 quarters 4 quarters 1 quarter 2 quarters 3 quarters 4 quarters

LC_Bottom5 1.002%%*  0.766%**  0.570**  0.522%  1153%**  0.859***  (0.485* 0.453
[3.97] [3.15] [2.21] [1.92] [4.55] [3.54] [1.74] [1.58]
LC_5-10% 0.054 -0.497 0.426 0.447 0.529 -0.109 0.165 0.207
[0.14] [1.18] [1.58] [1.61] [1.63] [0.30] [0.52] [0.65]
LC_10-15% -0.618 0.341 0.346  0.183 -0.253 0.295 0.075 0.502%
[1.23] [1.19] [0.92] [0.60] [0.55] [0.96] [0.22] [1.81]
LC_15-20% 0.079 -0.675 0157  -0.350 -0.084 -0.591 0.471* -0.143
[0.21] [1.47] [0.45] [0.90] [0.20] [1.29] [1.70] [0.39]
LC_80-85% -0.192 -0.167 0131 -0.249 0.295 -0.172 -0.095 .0.578
[0.42] [0.43] [0.36] [0.64] [0.79] [0.44] [0.26] [1.26]
LC_85-90% 0515 -0.152 0.100 0.223 0.713** 0.366 0.226 0.663**
[1.52] [0.39] [0.30] [0.70] [2.28] [1.20] [0.71] [2.53]
LC_90-95% 0.560* 0.127 0129  0.835**  -0.086 0.230 0.493* 0.430
[1.66] [0.36] [0.39] [3.39] [0.20] [0.72] [1.78] [1.50]
LC_Top5 L714%%%  1493%%%  1104%%% 1096%**  1.770%%*  1344%x ] 148%xx ] 373%xx
[7.95] [7.37] [4.91] [4.79] [8.59] [6.54] [5.29] [6.84]
Size 0.195%%%  0176%F*%  0.153%* 0.123%k%  _0163%**  -0.155%*x  .0.144%xx  0.106%*
[4.77] [4.64] [4.13] [3.38] [4.00] [4.13] [3.94] [2.94]
ROA 5.083%k%  3QB5FRE  3BEQERR 4103%k% 5 431%ek 4 035%kx  ZAQLER* 4, 091%%
[6.84] [4.04] [357]  [3.84] [6.74] [4.20] [3.46] [3.77]
Small business -0.111 -0.080 0063  -0.011 -0.117 -0.084 -0.067 -0.017
growth [0.64] [0.58] [046]  [0.10] [0.66] [0.59] [0.49] [0.16]
Household in.  -0.014%%%  0.010%%  -0.017*** .0007%  -0.013*%*  -0.010%* -0.016***  -0.007*
come growth [2.75] [2.20] [406]  [L77] [2.62] [2.07] [4.03] [1.70]
Constant D.645FFF D30 D 143k 3BE3Rx 3 O07FF  31EQ%kx D 73kwx 3 7o ww
[3.72] [4.42] [359]  [5.81] [4.27] [4.74] [3.81] [6.07]
Observations 35287 34966 34748 34586 35287 34966 34748 34586
E'a”nl‘ger of 1386 1385 1386 1385 1386 1385 1386 1385

LogLikelihood -1072.677  -1250.062 -1316.295 -1339.396 -1068.246  -1255.674 -1316.477  -1331.950

Logit estimations are performed under the random effects assumption. The dependent variable is a dummy variable, bank
failure that is equal to one when the bank’s license is revoked and zero otherwise. LC1 denotes the category-based liquidity
creation measure. LC2 is the maturity-based liquidity creation measure. These measures enter into the regressions as dummy
variables depending on their distribution across several percentiles. Size is the logarithm of total assets; ROA is return on
assets; Small business growth is the growth in regional SMEs; and Household Income Growth is the growth in regional
household income per capita. Marginal effects of a change in the relevant explanatory variable are reported. Standard errors
appear in square brackets below estimated coefficients. *, **, *** denote an estimate significantly different from 0 at the 10%,
5%, and 1% level, respectively. Dummy variables for quarters and years are included in the regressions, but not reported.

In parallel, the estimated coefficient of the lowest liquidity creators in the system,

LC_Bottomb, is positive and significant. This suggests that shortages in liquidity creation
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may also be associated with a greater probability of failure, i.e. banks with very low liquid-
ity creation ratios are also prone to fail. This finding is not so surprising at second glance.
The raison d’étre of banks is liquidity creation for the economy, so the inability to perform
this function likely signals trouble.® Alternatively, it could be that banks with low liquidity
creation ratios rely less on core funding and more on volatile non-deposit long-term
sources of funds such as bonds or syndicated loans. While reduced reliance on deposit
funding makes a bank less sensitive to bank runs, the large share of alternative sources of
financing may increase the bank’s exposure to sudden reductions in access to funding and
thereby increase the risk of failure (Hahm, Shin, and Shin, 2011). Further, shortages in li-
quidity creation may stem from a smaller concentration in loans and a larger share in other
investments, making the bank more sensitive to market risk.

The control variables that enter our baseline specification are all of the expected
sign in corroboration with the former literature (e.g. Arena, 2008). We observe a negative
and significant sign for Size and ROA in all estimations. Larger banks have a lower proba-
bility of failure, probably because they are either too big to fail or they may have highly
diversified loan portfolios and investments. The negative and significant sign on ROA indi-
cates that banks with strong fundamentals are less likely to fail, a finding that accords with
the predictions of the WFH and the fact that their higher charter value likely precludes ex-
cessive risk-taking.

Finally, in line with our expectations, the signs on the estimated coefficients of the
regional macroeconomic variables, small business growth and household income growth,
are negative. They are also consistently significant for the latter variable. These findings
confirm that a prosperous macroeconomic environment enhances the financial situation of
banks by reducing loan losses and increasing the demand for financial services (Jimenez
and Saurina, 2006). The fact that household income growth plays a greater role in preserv-
ing bank stability than small business growth suggests that Russian banks are more sensi-

tive to the financial situation facing households than SMEs.

4.2  Alternative estimations

We perform a series of alternative estimations to test the sensitivity of our results to alter-

native specifications.

% Liquidity shortages can also induce to a systemic contagion of failures (Diamond and Rajan, 2005).
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Table 4 Liquidity Creation and Bank Failures: Longer Lags

LC1/Assets LC2/Assets

Months before failure

15 months 18 months 21 months 24 months 15 months 18 months 21 months 24 months

LC_Bottom5 0.816***  0.848***  1.069*** 0.520* 0.907*** 0.800***  1.142%** 0.367

[3.15] [3.36] [4.37] [1.68] [3.51] [3.03] [4.79] [1.10]
LC_5-10% 0.362 0.155 0.434 0.434 -0.028 0.140 -0.014 0.110
[1.18] [0.47] [1.41] [1.41] [0.08] [0.42] [0.04] [0.31]
LC_10-15% 0.522% 0.340 0.662%*  0.837***  0.488* -0.136 0.166 0.655%*
[1.89] [1.15] [2.44] [3.32] [1.71] [0.37] [0.50] [2.42]
LC_15-20% -0.255 0.052 0.344 0.427 0.231 0.472%  0.793%%*  0.634**
[0.65] [0.16] [1.12] [1.44] [0.73] [1.71] [3.16] [2.35]
LC_80-85% 0.092 -0.101 0.007 -1.101* 0.290 -0.343 -0.838 -0.025
[0.28] [0.29] [0.02] [1.88] [0.95] [0.88] [1.64] [0.07]
LC_85-90% 0.649%*  -0.326 0.475* -0.230 -0.393 0.215 -0.002 -0.589
[2.46] [0.83] [1.65] [0.59] [0.94] [0.71] [0.01] [1.28]
LC_90-95% 0.017 0.379 0.138 0.536* 0.438 0.112 0.428 0.431
[0.05] [1.32] [0.41] [1.92] [1.54] [0.35] [1.50] [1.51]
LC_Top5 0.820%**  (.738%**  (.756%**  (.Q78%** 1 04g%** (735  (.88Q*** () 854%rx
[3.17] [2.83] [2.77] [3.94] [4.58] [2.93] [3.62] [3.41]
Size -0.035 -0.004 -0.002 0.007 -0.026 -0.002 0.001 0.006
[0.91] [0.11] [0.04] [0.18] [0.67] [0.04] [0.02] [0.15]
ROA -3.355%%  .3521%*  .1575 -0.882  -3.324**  -3640**  -1.556 -1.007
[2.27] [2.43] [0.78] [0.40] [2.27] [2.52] [0.78] [0.44]
small business ~ -0.058 -0.089 0.016 0.077 -0.062 -0.090 0.015 0.079
growth [0.42] [0.57] [0.18] [1.36] [0.44] [0.57] [0.16] [1.40]
Household in- -0.006 -0.004  -0.007*  -0.008*  -0.006 -0.004  -0.007*  -0.008*
come growth [1.34] [1.05] [1.66] [1.81] [1.31] [1.03] [1.65] [1.81]
Constant B84 AAITFRF 4180%%F -4 116K -A4.260%FF  -AA3TRRR 4 1G1RRF -4.073%F*
[6.47] [6.78] [6.46] [6.38] [6.57] [6.82] [6.43] [6.29]
Observations 31310 30280 29291 28279 31310 30280 29291 28279
E'a”nrﬂg’er of 1311 1294 1280 1267 1311 1294 1280 1267

LogLikelihood -1275.407 -1275.440 -1261.489 -1209.891 -1271.945 -1275.870 -1254.357 -1215.736

Logit estimations are performed under the random effects assumption. The dependent variable is a dummy variable, bank
failure that is equal to one when the bank’s license is revoked and zero otherwise. LC1 denotes the category-based liquidity
creation measure. LC2 is the maturity-based liquidity creation measure. These measures enter into the regressions as dummy
variables depending on their distribution across several percentiles. Size is the logarithm of total assets; ROA is return on
assets; Small business growth is the growth in regional SMEs; and Household Income Growth is the growth in regional
household income per capita. Marginal effects of a change in the relevant explanatory variable are reported. Standard errors
appear in square brackets below estimated coefficients. *, **, *** denote an estimate significantly different from 0 at the
10%, 5%, and 1% level, respectively. Dummy variables for quarters and years are included in the regressions, but not
reported.
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In the first robustness check, we include longer time lags in our baseline model, consider-
ing time horizons prior to failure of 15, 18, 21, and 24 months to test whether our results
are sensitive to the number of chosen lags chosen. This analysis is important as it provides
information on the possible use of liquidity creation measures as early warning indicators.
Considering longer time horizons also helps identify at an early stage whether the probabil-
ity of failure of certain banks increases as a bank gets closer to failure. Table 4 displays the
estimations results in line with our main findings. We find support for the ELCH as the
sign of the estimated coefficient for LC_Top5 is positive and significant across all estima-
tions. We also show that the coefficient concerning LC_Bottom5 is positive and significant
in most estimations, pointing to a positive relation between liquidity shortage and the prob-
ability of bank failure. Overall, these estimations support the view that liquidity creation
indicators can be used for early identification of impending bank failure.

In the second robustness check, we use an alternative definition of bank failure
based on the level of the equity-to-assets ratio to allow for a better coverage of banks with
solvency problems, since a decision to revoke a banking license may be influenced by non-
economic concerns. For example, Brown and Din¢ (2005) show that political considera-
tions play a significant role in delaying government intervention to allow a bank to fail in
emerging markets. In choosing an alternative definition of bank failure, we follow the ap-
proach of Wheelock and Wilson (2000) in their analysis of bank failure determinants in the
US. The authors first consider banks closed by the FDIC (similar to our approach), and
then apply an alternative definition of bank failure (a ratio of equity less goodwill to total
assets below 2%). We use the same threshold and define failed banks in Russia as those
institutions with a ratio of equity to total assets below 2%. Table 5 presents the estimations
results using this alternative definition of failed banks.
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Table 5 Liquidity Creation and Bank Failures: Alternative Measure of Failure
LC1/Assets LC2/Assets
Quarters before failure
1 quarter 2 quarters 3 quarters 4 quarters 1 quarter 2 quarters 3 quarters 4 quarters
LC_Bottom5 0.190 0.645 0.930 0.400 -0.539 0.580 1.010* 0.168
[0.25] [1.02] [1.46] [0.53] [0.52] [0.93] [1.83] [0.23]
LC 5-10% -0.449 -21.346 0.899 -20.627 -23.962 -22.546 0.289 -22.716
[0.44] [0.00] [1.41] [0.00] [0.00] [0.00] [0.39] [0.00]
LC 10-15% -0.476 -0.486 -0.328 0.331 0.155 0.134 0.225 0.096
[0.46] [0.47] [0.31] [0.44] [0.21] [0.18] [0.30] [0.13]
LC_15-20% -22.869 0.141 -0.318 0.704 0.583 0.133 -21.639 0.082
[0.00] [0.19] [0.31] [1.12] [0.94] [0.18] [0.00] [0.11]
LC_80-85% 0.415 -0.365 -0.230 0.744 -24.022 -22.290 0.190 0.441
[0.55] [0.35] [0.22] [1.18] [0.00] [0.00] [0.26] [0.72]
LC_85-90% 0.415 0.701 0.432 1.234** 0.881 0.104 -21.859 0.726
[0.55] [1.10] [0.57] [2.38] [1.60] [0.14] [0.00] [1.33]
LC_90-95% 1.400%**  1531*** 2.075***  1.076* 0.865 0.990* 0.764 0.316
[2.72] [3.20] [4.83] [1.92] [1.57] [1.95] [1.37] [0.51]
LC Top5 2.548***  2.011*** 2265*** 2.142***  1.950*** 1.702%**  2,019***  1.485***
[7.13] [5.06] [5.57] [5.39] [5.29] [4.30] [5.47] [3.62]
Size -0.157** -0.116 -0.071 -0.027 -0.068 -0.049 -0.001 0.039
[1.96] [1.43] [0.90] [0.35] [0.85] [0.60] [0.01] [0.50]
ROA S2.247**%  3,693%**  _3.827*F*  -4.4T4*** 2 739%**  .3.799%**  _3.855%*  .5,]192%**
[2.85] [2.97] [2.16] [3.01] [3.46] [3.08] [2.39] [3.63]
Small business
growth -0.749 -0.402 -0.430 -0.131 -0.783 -0.427 -0.485 -0.152
[1.14] [0.75] [0.76] [0.41] [1.20] [0.79] [0.84] [0.46]
Household in-
come growth 0.028***  0.040***  0.041*** 0.041***  0.028*** 0.041***  0.041***  0.043***
[3.01] [5.52] [6.88] [7.08] [3.19] [5.72] [7.13] [7.39]
Constant -9.81***  -11.76%** -12.39*** -12.62*** -10.164*** -12.105*** -12.6%** -12,93***
[6.99] [9.41] [11.02] [11.38] [7.49] [9.70] [11.31] [11.60]
Observations 35287 34966 34748 34586 35287 34966 34748 34586
E‘a”n’ﬂger of 1386 1385 1386 1385 1386 1385 1386 1385
logL.ikelihood -319.684 -308.610 -307.394 -320.817  -328.219 -311.776  -310.477 -328.191

Logit estimations are performed under the random effects assumption. The dependent variable is a dummy variable, bank
failure that is equal to one when a ratio of equity to total assets is below 2% and zero otherwise. LC1 denotes the category-
based liquidity creation measure. LC2 is the maturity-based liquidity creation measure. These measures enter into the
regressions as dummy variables depending on their distribution across several percentiles. Size is the logarithm of total
assets; ROA is return on assets; Small business growth is the growth in regional SMEs; and Household Income Growth is the
growth in regional household income per capita. Marginal effects of a change in the relevant explanatory variable are
reported. Standard errors appear in square brackets below estimated coefficients. *, **, *** denote an estimate significantly
different from 0 at the 10%, 5%, and 1% level, respectively. Dummy variables for quarters and years are included in the
regressions, but not reported.
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Table 6 Liquidity Creation and Bank Failures: Moscow Banks Only
LC1/Assets LC2/Assets
Quarters before failure
1quarter 2 quarters 3quarters 4 quarters 1quarter 2 quarters 3quarters 4 quarters
LC Bottom5 0.506 0.388 0.158 -0.288 0.676** 0.479 -0.079 -0.261
[1.51] [1.21] [0.48] [0.72] [2.02] [1.50] [0.21] [0.65]
LC 5-10% -0.215 -1.046* 0.018 -0.175 0.262 -0.111 0.007 -0.005
[0.49] [1.76] [0.05] [0.47] [0.68] [0.28] [0.02] [0.02]
LC 10-15% -0.834 0.195 -1.178** -0.048 -0.657 -0.064 -0.201 0.025
[1.40] [0.57] [1.99] [0.14] [1.10] [0.16] [0.50] [0.07]
LC 15-20% -0.466 -0.642 -0.402 -0.386 -0.331 -1.280* -0.027 -0.540
[0.89] [1.24] [0.94] [0.90] [0.63] [1.78] [0.07] [1.17]
LC 80-85% 0.063 0.011 -0.430 -0.365 0.465 0.358 -0.495 -0.933
[0.12] [0.02] [0.83] [0.71] [0.98] [0.83] [0.83] [1.30]
LC 85-90% 0.286 -0.510 0.119 -0.410 0.839** 0.194 0.490 0.466
[0.61] [0.86] [0.30] [0.80] [2.06] [0.42] [1.31] [1.25]
LC 90-95% 0.047 -0.589 0.048 0.885*** 0.472 0.316 0.150 -0.060
[0.09] [0.99] [0.12] [3.06] [1.00] [0.73] [0.35] [0.13]
LC_Top5 1.605***  1583***  (0.989***  1,125***  1.721***  1.630*** 1.339***  1577***
[6.19] [6.75] [3.74] [4.32] [6.38] [6.61] [5.21] [6.69]
Size -0.297***  -0.244***  -0.206*** -0.214*** -0.242*** -0.200*%** -0.175*** -0.165***
[5.38] [4.84] [4.31] [4.60] [4.47] [4.09] [3.77] [3.62]
ROA -5.225*** .5 489*** .5 257*** -3.097 -5.350***  -5294*** .5 (058** -3.343
[4.42] [3.40] [2.58] [1.46] [4.35] [3.42] [2.46] [1.51]
Constant -3.287***  -3.376%**  -3.420%** -3.432*** -3 717*** -3.684*** -3.688*** -3.733***
[9.46] [10.57] [11.29] [11.74] [10.49] [11.46] [12.17] [12.59]
Observations 16240 16029 15886 15776 16240 16029 15886 15776
E‘a”n’ﬂger of 687 686 687 688 687 686 687 688
logLikelihood -638.736  -733.685  -804.263 -816.328  -638.438  -738.292 -802.579  -808.479

Logit estimations are performed under the random effects assumption. The dependent variable is a dummy variable, bank
failure that is equal to one when the bank’s license is revoked and zero otherwise. LC1 denotes the category-based
liquidity creation measure. LC2 is the maturity-based liquidity creation measure. These measures enter into the regres-
sions as dummy variables depending on their distribution across several percentiles. Size is the logarithm of total assets;
ROA is return on assets; Small business growth is the growth in regional SMEs; and Household Income Growth is the
growth in regional household income per capita. Marginal effects of a change in the relevant explanatory variable are
reported. Standard errors appear in square brackets below estimated coefficients. *, **, *** denote an estimate signifi-
cantly different from 0 at the 10%, 5%, and 1% level, respectively. As we only consider banks located in Moscow, we
skip the regional variables Small business growth and Household income growth from the estimations. Dummy variables

for quarters and years are included in the regressions, but not reported.

Again, the coefficient on LC_Top5 is positive and highly significant, lending support to the

ELCH. The coefficient on LC_90-95% is also positive and significant in all LC1 estima-

tions, but significant only once with LC2. We do not observe that banks with very low li-

quidity creation ratios have a greater probability of failure; LC_Bottom5 is not significant

in any of the estimated specifications.
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In the third robustness check, we perform all estimations for Moscow-based banks
only. About half of banks in Russia are headquartered in Moscow, and banks in the capital
city include the largest financial institutions in the country. Cole and Gunther (1994) note
that regulatory flexibility differs for large and small banks, thus justifying the special
treatment for Moscow-based banks. Once again, the results (reported in Table 6) are
broadly consistent with the ELCH as LC_Top5 is positive and significant across all estima-
tions, but low liquidity creation has no impact on the incidence of bank failures.

In the fourth robustness check, we consider domestic private banks exclusively in
our estimations. It is possible that the probability of bank failure at state-controlled banks
and foreign banks is lower than for domestic banks. State-controlled banks may be less
likely to fail because of the higher likelihood of state intervention in times of trouble and
because of the greater confidence from depositors. Similarly, foreign banks are likely to
benefit from the support of their parent institutions abroad. Thus, it could be that the rela-
tion between excessive liquidity creation and the incidence of bank failures is clouded by
the presence of state-controlled and foreign banks in our sample. Table 7 presents the esti-
mation results for the sample of domestic private banks.

The coefficient on LC_Top5 is positive and significant at the 1% level, again cor-
roborating the ELCH. Interestingly, unlike the two former robustness checks, we observe
positive and significant coefficients for LC_Bottom5 as in the case of the baseline model.

In the fifth robustness check, we investigate the effect of introducing the deposit
insurance scheme that the Russian authorities implemented in 2004. Our expectations here
follow the consensus among researchers on banking crises that the greater the protection
offered by a country’s bank safety net, the higher the risk of a banking collapse (e.g.
Wheelock and Wilson, 1995; Caprio and Klingebiel, 1996; Demirguc-Kunt and Detragia-
che, 2002; Barth et al., 2006). We thus generate a dummy variable (Deposit Insurance)
equal to 1 for quarters following the introduction of the deposit insurance scheme, i.e.
starting from beginning of 2005, and re-run our baseline model using both liquidity crea-
tion measures for four different lags. The results appear in Table 8.

25



Zuzana Fungacova, Rima Turk Ariss and Laurent Weill Does excessive liquidity creation trigger bank failures?

Table 7 Liquidity Creation and Bank Failures: Domestic Private Banks Only
LC1/Assets LC2/Assets
Quarters before failure
1 quarter 2 quarters 3quarters 4 quarters 1 quarter 2 quarters 3quarters 4 quarters
LC_Bottom5 1.064***  0.828***  0.635**  0.589**  1.291*** (.996*** (0.622**  0.595**
[4.20] [3.39] [2.46] [2.17] [5.06] [4.08] [2.23] [2.07]
LC_5-10% 0.091 -0.456 0.471* 0.494* 0.577* -0.059 0.217 0.261
[0.24] [1.08] [1.74] [1.78] [1.78] [0.16] [0.68] [0.82]
LC_10-15% -0.591 0.368 -0.319 0.213 -0.233 0.314 0.090 0.519*
[1.17] [1.28] [0.85] [0.69] [0.50] [1.02] [0.27] [1.87]
LC_15-20% 0.094 -0.660 -0.142 -0.333 -0.070 -0.574 0.488* -0.123
[0.25] [1.44] [0.41] [0.85] [0.17] [1.25] [1.76] [0.33]
LC_80-85% -0.211 -0.185 -0.147 -0.266 0.294 -0.171 -0.094 -0.576
[0.45] [0.47] [0.40] [0.68] [0.79] [0.44] [0.26] [1.26]
LC_85-90% 0.500 -0.166 0.088 0.215 0.720** 0.376 0.234 0.669**
[1.48] [0.42] [0.27] [0.68] [2.30] [1.23] [0.74] [2.55]
LC_90-95% 0.548 0.116 0.116 0.824***  -0.092 0.223 0.485* 0.419
[1.62] [0.33] [0.35] [3.35] [0.21] [0.69] [1.75] [1.46]
LC_Top5 1.730%**  1.509*** 1.124*** 1.120*** 1.757*** 1331*** 1.136*** 1.366***
[8.04] [7.45] [5.00] [4.90] [8.53] [6.48] [5.24] [6.81]
Size -0.163***  -0.143*** -0.120*** -0.088** -0.131*** -0.122*** -0.111*** -0.071*
[3.85] [3.65] [3.12] [2.32] [3.09] [3.16] [2.94] [1.91]
ROA -5.278***  -3.951*** -3.589%** -4241*** 5A461*** -4.263*** -3.458*** -4.256%**
[6.83] [3.97] [3.59] [3.95] [6.74] [4.16] [3.50] [3.90]
Small business -0.115 -0.083 -0.067 -0.013 -0.120 -0.086 -0.069 -0.019
growth [0.65] [0.60] [0.48] [0.12] [0.67] [0.60] [0.50] [0.18]
Household in- -0.014***  -0.010** -0.016*** -0.007* -0.013*** -0.009** -0.016***  -0.007
come growth [2.73] [2.15] [4.00] [1.67] [2.59] [2.02] [3.97] [1.61]
Constant -2.796***  -3.093*** -2.302*%** -3.749*** -3.167*** -3.316%** -2.430*** -3.911***
[3.90] [4.63] [3.81] [6.06] [4.47] [4.94] [4.03] [6.31]
Observations 33097 32802 32598 32450 33097 32802 32598 32450
E'a”n"k‘?er of 1322 1322 1323 1322 1322 1322 1323 1322
Log Likelihood -1063.419 -1238.971 -1304.143 -1326.320 -1058.613 -1244.493 -1304.736 -1319.304

Logit estimations are performed under the random effects assumption. The dependent variable is a dummy variable,
bank failure that is equal to one when the bank’s license is revoked and zero otherwise. LC1 denotes the category-
based liquidity creation measure. LC2 is the maturity-based liquidity creation measure. These measures enter into
the regressions as dummy variables depending on their distribution across several percentiles. Size is the logarithm
of total assets; ROA is return on assets; Small business growth is the growth in regional SMEs; and Household
Income Growth is the growth in regional household income per capita. Marginal effects of a change in the relevant
explanatory variable are reported. Standard errors appear in square brackets below estimated coefficients. *, **, ***
denote an estimate significantly different from 0 at the 10%, 5%, and 1% level, respectively. Dummy variables for

quarters and years are included in the regressions, but not reported.
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Table 8 Liquidity Creation and Bank Failures: Effect of Deposit Insurance
LC1/Assets LC2/Assets
Quarters before failure
1 quarter 2 quarters 3quarters 4 quarters 1quarter 2 quarters 3quarters 4 quarters
LC_Bottom5 0.936***  0.694***  0.546** 0.504* 1.131***  0.815***  0.469* 0.442
[3.64] [2.83] [2.12] [1.86] [4.31] [3.35] [1.69] [1.53]
LC_5-10% 0.008 -0.546 0.407 0.435 0.509 -0.144 0.153 0.202
[0.02] [1.29] [1.51] [1.57] [1.55] [0.39] [0.48] [0.63]
LC_10-15% -0.657 0.303 -0.361 0.170 -0.283 0.266 0.063 0.485*
[1.30] [1.06] [0.96] [0.56] [0.61] [0.87] [0.19] [1.72]
LC_15-20% 0.049 -0.709 -0.171 -0.366 -0.121 -0.615 0.460* -0.162
[0.13] [1.55] [0.49] [0.93] [0.28] [1.34] [1.66] [0.44]
LC_80-85% -0.159 -0.128 -0.117 -0.230 0.326 -0.146 -0.084 -0.562
[0.34] [0.33] [0.32] [0.59] [0.87] [0.37] [0.23] [1.22]
LC_85-90% 0.558 -0.114 0.118 0.246 0.738** 0.378 0.234 0.683**
[1.64] [0.29] [0.36] [0.77] [2.33] [1.23] [0.74] [2.55]
LC_90-95% 0.611* 0.179 0.152 0.862*** -0.048 0.246 0.499* 0.443
[1.79] [0.51] [0.46] [3.50] [0.11] [0.77] [1.80] [1.53]
LC_Top5 1.775***  1.550*** 1.130***  1.126***  1.803*** 1.350*** 1.154*** = 1.391***
[7.93] [7.63] [5.01] [4.91] [8.17] [6.57] [5.32] [6.59]
Size -0.248*** -0.235*** -0.180*** -0.154*** -0.211*** -0.207*** -0.168*** -0.137***
[5.22] [5.81] [4.59] [4.03] [4.39] [5.22] [4.38] [3.43]
ROA -5.516***  -4.079*** -3.583*** 4. 112*** 5 718*** -4372*** -3.426%** -4.159***
[6.05] [4.19] [3.59] [3.80] [6.22] [4.37] [3.48] [3.62]
Small business -0.157 -0.135 -0.084 -0.034 -0.162 -0.139 -0.088 -0.041
growth [0.83] [0.91] [0.59] [0.31] [0.84] [0.92] [0.62] [0.36]
Household income  -0.011** -0.006  -0.015*** -0.005 -0.011* -0.005  -0.015*** -0.005
growth [1.99] [1.16] [3.58] [1.18] [1.96] [1.09] [3.57] [1.16]
. 0.617***  0.770*** 0.376**  0.511*** 0.574*** 0.723*** 0.358** 0.507**
Deposit Insurance
[3.12] [4.74] [2.27] [2.99] [2.77] [4.50] [2.17] [2.39]
Constant -2.999%** 3 3J75*¥F*  2245%*F*F  JT775F** _3.384*** -3590*** -2.378*%** -3.978***
[3.80] [4.71] [3.62] [5.97] [4.27] [5.02] [3.85] [5.97]
Observations 35287 34966 34748 34586 35287 34966 34748 34586
Number of banks 1386 1385 1386 1385 1386 1385 1386 1385
logLikelihood -1067.144 -1239.353 -1313.824 -1335.181 -1063.627 -1246.031 -1314.215 -1328.136

Logit estimations are performed under the random effects assumption. The dependent variable is a dummy variable, bank
failure that is equal to one when the bank’s license is revoked and zero otherwise. LC1 denotes the category-based liquidity
creation measure. LC2 is the maturity-based liquidity creation measure. These measures enter into the regressions as dummy
variables depending on their distribution across several percentiles. Size is the logarithm of total assets; ROA is return on
assets; Small business growth is the growth in regional SMEs; and Household Income Growth is the growth in regional
household income per capita. Marginal effects of a change in the relevant explanatory variable are reported. Standard errors
appear in square brackets below estimated coefficients. *, **, *** denote an estimate significantly different from 0 at the
10%, 5%, and 1% level, respectively. We include here the dummy variable Deposit Insurance, which is equal to one for the
quarters after the implementation of deposit insurance scheme in 2004. Dummy variables for quarters and years are included
in the regressions, but not reported.
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The coefficient for Deposit Insurance is positive and highly significant across all estima-
tions, suggesting that the implementation of a deposit insurance scheme increases the
probability of bank failure. More importantly, our main findings are reinforced; the esti-
mated coefficient of LC_Top5 is still positive and significant across all estimations. We
also find evidence that a shortage in liquidity creation is associated with a higher probabil-
ity of bank failure.

Finally, in deference to the unsettled debate on “competition-fragility” and “com-
petition-stability,” we check to see whether our results are sensitive to controlling for bank
concentration. In the context of Russian banking, Fungacova and Weill (2009) provide
evidence in support of the “competition-fragility” view using the Lerner index as a meas-
ure of bank competition and other concentration indices.*® We measure bank concentration
by the Herfindahl-Hirschman index for assets (Herfindahl) computed at the regional level
by applying the same approach as in the case of other regional variables included in our
estimations. Table 9 reports the results.

The results are again in concordance with the ELCH; the sign on LC_Top5 is
positive and highly significant across all estimations, and the coefficients for LC_90-95%
and LC_85-90% are positive and significant in some estimations. The coefficient on
LC_Bottom5 is significant in half of the estimations, providing only limited evidence of a
positive link between liquidity shortages and the probability of bank failure. In parallel, we
observe a significant and negative coefficient for bank concentration, which is in line with
the view that concentration reduces the probability of bank failure in Russia.

Overall, the robustness tests are congruent with our main finding that excessive
liquidity creation increases the probability of bank failure in Russia. In all estimations, we
show that banks with a liquidity creation measure above the 95™ percentile have a signifi-
cantly greater probability of failure compared to other banks. This result lends support to
the ELCH.

Our analysis provides only limited evidence in favor of a link between low liquid-
ity creation or liquidity creation shortages and the probability of bank failure. While the
main estimations are in favor of such a relation, this result is not maintained under alterna-
tive specifications, notably when considering an alternative definition of bank failure and

when the sample is limited to Moscow banks only.

19 Berger and Bouwman (2009) examine the role of bank concentration in relation to liquidity creation.
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Table 9 Liquidity Creation and Bank Failures: Effect of Bank Concentration

LC1/Assets LC2/Assets

Quarters before failure

1 quarter 2 quarters 3 quarters 4 quarters 1quarter 2 quarters 3quarters 4 quarters

LC_Bottom5 0.811***  0579%*  0.374 0333  0.969%** 0.681***  0.291 0.262
[3.19] [2.36] [1.44] [1.22] [3.80] [2.79] [1.04] [0.91]
LC_5-10% -0.166 -0.685 0.231 0.258 0.315 0303 -0.040 0.018
[0.44] [1.62] [0.85] [0.92] [0.96] [0.82] [0.12] [0.06]
LC_10-15% -0.725 0.196 0476  0.032 -0.413 0.144  -0.089 0.343
[1.48] [0.68] [1.28] [0.10] [0.89] [0.47] [0.27] [1.23]
LC_15-20% -0.058 0.796*  -0.287  -0.480 -0.226 0721 0.333 -0.273
[0.16] [1.73] [0.83] [1.23] [0.53] [1.57] [1.20] [0.74]
LC_80-85% -0.125 -0.110 0076  -0.196 0.417 0057  0.017 -0.468
[0.27] [0.28] [0.21] [0.50] [1.11] [0.15] [0.05] [1.02]
LC_85-90% 0.588* -0.097 0.149 0264  0.822%%*  0.462 0320  0.756%**
[1.74] [0.25] [0.45] [0.83] [2.62] [1.51] [1.00] [2.87]
LC_90-95% 0.628* 0.178 0168  0.876***  0.003 0318  0.569**  0.499*
[1.85] [0.51] [0.51] [3.55] [0.01] [0.99] [2.04] [1.73]
LC_Top5 1.603%%%  1482%xx 1 086** 1.089%%*  1.807%%*  1377%%x 1 171%%  1.406%*
[7.84] [7.31] [4.82] [4.76] [8.76] [6.69] [5.39] [7.00]
Size L0.300%%%  -0.269%%*  .0.245%** 0 08%**  _0.265%%%  -0.245%%* _(234%%x () 18gH**
[6.58] [6.42] [6.01] [5.21] [5.88] [5.96] [5.86] [4.81]
ROA (5.103%%% 3 EEQRRK B TLINNK 384 G GIRRK B GATRRK 3 AQAREE 3 GgHE
[7.22] [3.76] [3.73] [3.57] [7.11] [3.87] [3.55] [3.48]
small business  -0.080 -0.041 0.029  0.037 -0.090 -0.045  -0.033 0.031
growth [0.36] [0.25] [0.17] [0.31] [0.39] [0.27] [0.19] [0.25]
Household in-  -0.016***  -0.011**  -0.018%** -0.007* -0.015*** -0.011** -0.018***  -0.007*
come growth [3.07] [2.38] [4.12] [1.78] [2.96] [2.25] [4.09] [1.72]
Herfindahl 13.838%%%  3376%**  .3520%%%  3306%F*F  -3.041%%%  BABLIRF 3 E27RX  3.430%**
[5.90] [5.89] [6.26] [6.04] [6.01] [6.03] [6.41] [6.20]
Constant 1253 -1.769%*  -0.943  -2.555%%*%  _1600%*  -2.013%%* 1077  -2.722%%*
[1.63] [2.49] [1.44] [3.90] [2.09] [2.84] [1.64] [4.16]
Observations 35287 34966 34748 34586 35287 34966 34748 34586
E‘a”n”k'?er of 1386 1385 1386 1385 1386 1385 1386 1385

Log Likelihood -1051.129 -1229.105 -1292.319 -1317.256 -1045.804 -1233.703 -1291.320 -1308.623

Logit estimations are performed under the random effects assumption. The dependent variable is a dummy variable, bank
failure that is equal to one when the bank’s license is revoked and zero otherwise. LC1 denotes the category-based
liquidity creation measure. LC2 is the maturity-based liquidity creation measure. These measures enter into the regres-
sions as dummy variables depending on their distribution across several percentiles. Size is the logarithm of total assets;
ROA is return on assets; Small business growth is the growth in regional SMEs; Household Income Growth is the growth
in regional household income per capita, and Herfindahl is regional bank concentration measured by the Herfindahl-
Hirschman index. Marginal effects of a change in the relevant explanatory variable are reported. Standard errors appear in
square brackets below estimated coefficients. *, **, *** denote an estimate significantly different from O at the 10%, 5%,
and 1% level, respectively. Dummy variables for quarters and years are included in the regressions, but not reported.
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5 Conclusions

This paper introduces a novel hypothesis to explain bank failures related to the core liquid-
ity-creating role of banks. The “Excessive Liquidity Creation Hypothesis” (ELCH) asserts
that excessive liquidity creation by banks can increase the probability of failure. Russia
experienced many bank failures over the past decade, making it an ideal natural field ex-
periment for testing this hypothesis. We propose a screening procedure of banks, ranking
them based on their liquidity creation in the system. Specifically, we define excessive li-
quidity creators as banks where the liquidity creation level in a given quarter exceeds the
95™ percentile of the distribution of liquidity creation in the system. When liquidity crea-
tion becomes excessive, the probability of failure for such a bank increases significantly
more than for other banks. Our results are robust to alternative measures of liquidity crea-
tion and definitions of bank failure, and controlling for bank location, market concentra-
tion, and regulatory changes. They are also in line with the theoretical predictions of Allen
and Gale (2004) and empirical results for the US (Berger and Bouwman, 2011).

The ELCH has two main implications. First, it suggests that liquidity creation by
banks can be counterproductive when it becomes excessive. Liquidity creation above a cer-
tain threshold increases the probability of bank failure, leading eventually to the disappear-
ance of a liquidity-creating institution and even a reduction in the volume of liquidity crea-
tion in the economy. Therefore, regulatory authorities may need to be cautious when as-
sessing liquidity-creating activities by banks. Second, our main finding provides insight for
regulatory authorities interested in identifying vulnerabilities in the financial system and
predicting bank failure. Specifically, regulators may want to consider incorporating liquid-
ity creation into early warning systems to identify financial institutions beginning to ex-
perience distress and subject them to additional oversight to either prevent bank failure or

impose an orderly winding-down of the bank to limit taxpayer losses.
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