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Abstract

This paper contains a set of tests for nonlinearities in economic time series. The
tests correspond both to standard diagnostic tests and some new developments
in testing nonlinearities. The latter test procedures make use of models in chaos
theory, so-called long memory models and some asymmetric adjustment
models. Empirical tests are carried our with Finnish monthly data for ten
macroeconomic time series covering the period 1920-1993. Test results support
unambiguous the notion that there are nonlinearities in the data. Nonlinearities
are detected not only in a univariate setting but also in some preliminary
investigations dealing with a multivariate case. Certain differences seem to exist
between nominal and real variables in nonlinear behaviour.

Tiivistelma

Téssa tutkimuksessa testataan taloudellisiin aikasarjoihin liittyvid epilineaari-
suuksia. Testit koostuvat sekd tavanomaista diagnostisista testeistd etti eriisti
uusista epalineaarisuuksien olemassaoloa selvittivistd testimenetelmisti. Jalkim-
maiset testit liittyvédt kaaosteorian sovellutuksiin, ns. pitkén muistin malleihin ja
epasymmetrisen sopeutumisen malleihin. Empiiriset analyysit tehdaén kymme-
nelld Suomea koskevalla kuukausisarjalla, jotka kattavat ajanjakson 1920-1993.
Testit tulevat kiistatta sitd oletusta, ettd aikasarjoissa on epalineaarisuuksia.
Niitd ominaisuuksia ilmenee sekd yksittdisten muuttujien suhteen mutta myos
tutkittaessa muuttujien vélisid riippuvuuksia. Nimellisten ja reaalisten aika-
sarjojen vélilld ndyttdd olevan jonkin verran eroja epilineaarisuuksien miirissi
ja luonteessa.
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1 Introduction

This paper examines several long Finnish time series. The purpose of the
examination is to find out whether there are any signs of nonlinearities in these
series. Thus, we carry out a set of tests analogously to Lee, White and Granger
(1993). At this stage, most of these tests are applied to univariate models
although a multivariate application would obviously be more interesting. When
scrutinizing the series we pay special attention to the distinction between
nominal and real series. This can be motivated by the fact that nonlinearities are
presumably quite different with nominal and real variables. (For an extensive
survey to the litterature, see Mullineux and Peng (1993).) Thus, it is of some
interest of compare a typical real series, say industrial production, and a
nominal series, say stock prices, in this respect.

Most monetary series — like relative prices, changes in price level and
money aggregates — show some form of nonlinear behaviour. Prices are often
more volatile than the real series, since they have a role of clearing device in
the market. Monetary phenomenon are based upon valuations that could be
adjusted without any relevant cost. In the market clearing situation it is often —
but not necessarily always — easier to change the price than the quantity.
Although prices could easily move into both directions, crises in the market
produce large negative changes. Therefore it may be no surprice that real
exchange rate, stock prices or inflation seem to adjust asymmetrically to shocks.

This affects the volatility of these series. Another major observation about
the origin of "price shocks" relates to their unstable variance in time. It has
been verified that in many cases price changes — e.g. in the stock market —
cluster significantly. Forecasting price changes is therefore a harder task for
economic agents than forecasting smoother real variables.

Nowadays, a general response to situations of changing volatility
(heteroskedasticity) is to use an ARCH model specification. It may well be,
however, that the ARCH model is not the proper framework. It may well be
that prices, for instance, have the so-called long memory property, thus
containing permanent components. In particular, the long memory property
shows up in high and persistent serial correlation over long lags between
absolute values of the (linearly filtered) series. Obviously, this kind of long
memory 1S at variance with a linear structure and therefore it may be useful to
consider it also here.

However, in many cases also real economic variables vary in a nonlinear
way. Obvious evidence of nonlinear adjustment could be seen e.g. from the
apparent and persistent tendency to cycles in most important production
variables (see, e.g., Pfann and Palm (1993) for details). Whether these
nonlinearities in real series araise from the generating process of a series itself
or random shocks is largely an empirical question. So far no agreement has
emerged on the subject whether real or monetary phenomenon are responsible
about business cycles. We hope that our estimates about the nonlinearity of
these series could shed some light on this issue as well.

Although the analysis mainly deals with univariate models, some
preliminary work is done to identify nonlinear relationships between variables.
In this context, we do not follow any specific hypothesis concerning the
relationships between variables. By contrast, we simply make use of a cross-




correlation analysis with respect different moments of our vgriables. Thus, the
analyses represent some sort of first step towgrds a generalized Qranger tests
for nonlinear relationships. This analysis gives us a general .1dea of the
magnitude and nature of these relationships. An.ob.wous next step is to go bgck
to theory and think about how the findings coincide with different theoretical
approaches. '

The structure of the paper is very straightforward. First, we have‘a look at
the data in section 2, then we briefly present the test statistics in section 3 and
in section 4 we go through the test results for univariate mod(?ls. In section .4,
we consider the long memory property in the context of our (filtered) series, in
section 5 we scrutinize the results from a cross-correlation analyses between
different moments of these series and, finally, in section 6 we present some
concluding remarks. Needless to say, the paper is very preliminary and one
should consider the results with some caution, at least.

o Milne idiata

The data are monthly Finnish data covering the period 1920M1-1993M6. (In
some cases, however, the period was somewhat shorter, 1.c. 1922M1—1993M3.)
Thus, there are typically 882 observations in each series. The following ten

series are analyzed in this connection.

Industrial production (ip)

Bankruptcies (bank)

Terms of trade (tt)

The real exchange rate index (fx)

Yield on long-terms government bonds (r)

The consumer price index (cpi)

The wholesale price index (wpi)

Banks’ total credit supply (credit)

Narrow money (M1)

The UNITAS (Helsinki) stock exchange index (sx)

The first four series are real and the subsequent six nominal. The data are
presented in Figure 1. For presentational convenience, most of the series haYe
been presented in an transformed form. Thus, they are presented in logs and in
some cases the series have also been deflated by the CPI. To get some idea of
the timing of changes in these variables the recession periods are marked by
shaded areas.

Otherwise, the details of the data are presented in Virén (1992). We only
point out that ip, bank, credit and M1 series are seasonally adjusted. This 1S
simply because of data reasons — only seasonally adjusted data were available
for the prewar period 1920-1938. As for the World War II (1939-1945), the
data are treated in the same way as for the peace years.

3 The test statistics

Testing nonlinearities is preferred to be started by estimating linear model and
analysing the respective residuals. Although economic relationships are most
likely to be nonlinear, there is also danger of unnecessary complication, if the
difference to a linear model is small.

The need for nonlinear model depends also on the purpose of the model.
For short-run forecasting linear models may do the thing, but for long-run
forecasts or explanation of apparent nonlinear features a more proper modelling
is needed. Since testing linearity is widely covered in Granger and Terisvirta
(1993), we give here only few basic standpoints. The linearity tests could be
divided into two groups, depending on whether a specific nonlinear alternative
exists or not. Since our data does not refer to any specific nonlinear
formulation, we concentrate on testing against the general nonlinear alternative.

As it was mentioned above, here we analyze only univariate models. A
some sort of basic specification is a linear AR(4) which turned out to a
reasonably good approximation for all time series. In specifying the order of the
autoregressive models, we used model selection criterions (SC, HQ, AIC). In
order to study the dynamic dependencies between variables, we though that in
the first place it would be best to filter the original series with the linear
autoregressive model of the same order. Thus, the residuals are not severely
autocorrelated. A few exceptions do exist, however, for higher order
autocorrelation (for the lag 12, for instance). Anyway, we prefer the
parsimonious AR(4) model to more sophisticated specifications.

Dealing with nonlinearities is often easier after the linear dependencies in a
time series have already taken care of. Therefore nonlinear adjustment can be
found from a series property filtered with autoregressive (linear) model.
However, empirical problems do emerge at this point. It often happens,
especially in multivatiate analysis, that filtering is almost too effective, since all
the significant relationships between variables are removed. Therefore too long
autoregressive lag models that also affect the asymmetricity in the series should
be avoided.

Standard diagnostic tests

Given the autoregressive model, we compute the following sets of tests: First
some basic statistics on residuals of this linear AR(4) model (see Table 1).
These statistics include the coefficients of skewness and kurtosis in addition to
the median. Quite obviously, we intend to discover possible asymmetries with
these data. The second set of tests consist of traditional specification tests for
functional misspecification/nonlinearity. The tests (reported in Table 2) consists
of Engle’ s (1982) ARCH test in terms of lagged squared residuals, Ramsey’s
(1969) RESET test in terms of higher-order powers of the forecast value of x,
White’s (1980) heteroskedasticity/functional form misspecification test in terms
of all squares and cross products of the original regressors, The Jarque and Bera




(1980) test for normality of residuals and, finally, Tsay’s (1986) nonlinearity
test in terms of squared and cross-products of lagged values e

BDS-test for chaotic process

In addition to these "traditional" test statistics we also computed the BDS
(Brock, Dechert and Scheinkman) test statistic (see Table 3) and Ramsey’s
(1990) irreversibility G, , test. The BDS test comes from an analysis of chaos
model and it is intended to a test for detecting general stochastic nonlinearity
(see, e.g., Brock, Hsieh and LeBaron (1991), Frank and Stengos 1988 and
Medio (1992) for details). The key concept here is the correlation dimension,
which could be applied in finding the topological properties of series. For
purely random variable, the correlation dimension increases monotonically with
the dimension of the space and the correlation dimension remains small even
when the topological dimension of the space (embedding dimension) increases
(Brock, Hsieh and LeBaron (1991)).

BDS tests is designed to evaluate hidden patterns of systematic forecastable
nonstationary in time series. The test was originally constructed to have high
power against deterministic chaos, but is was find out that it can be used to test
other forms of nonlinearities as well (Brock, Scheinkman and LeBaron (1991)).

BDS test could be applied also as a test for adequacy of a specified
forecasting model. This could be accomplished by calculating the BDS test for
the standardized forecast errors. Then BDS test is used as a specification test. If
no forecastable structure exists among forecast errors, the BDS test should not
alarm. BDS test has been found useful as a general test for detecting
forecastable volatility.

For a single series x, for which x, is the set of m adjacent values of this
time series X,,;, j=0, ..., m-1 the m-correlation integral C, (e) is defined as

=X | < €]

j+rm-1

C,(e) =lim . T *[pairs (i,j) for which|x;-x|<¢,.., |x

1+m-1

The idea is that for chaotic series, the subsequent values of x; and x; will be
very close. If the time series is a stochastic sequence, this does not happen.
Now defining the correlation dimension d(m) as

dlogC_(¢)
dloge

d(m) =lim, __

o0

it will be seen, that for truly chaotic process C_(&) = €% if e is small. This
means that correlation dimension is independent of m if the process is chaotic.
Otherwise, if the process is truly stochastic the correlation dimension will
increase linearly with m.

' As for the properties of these test statistics see e.g. Petruccelli (1990) and Lee, White and
Granger (1993).
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The purpose of the correlation measure is to describe the complexity of the
true series and measure the nonlinear dimension (degrees of freedom) of the
process. Tests of chaos concentrate on low-dimensional deterministic chaos
prosesses, since there is no efficient way to tell the difference between high-
dimensional chaos and randomness. Here, we do not use/estimate the
correlation dimension.

Instead, we use a simpler test procedure by calculating the BDS test
statistic.

BDS(m,e) =y T(C, () - [C,(e)]™)/o(m,e),

Where o(m,e) is an estimate of the standard deviation. BDS tests whether
Cn(e) is significantly greater than C,(e)", and when this happens nonlinearity
1s present. Under the null hypothesis of x, following i.i.d., and for fixed m and
e, C,(e)=C(e)", as T—»o0, and SDB(m,e) has the standard normal
distribution. The power of the test will depend critically on the choice of «.

BDS test statistic is complicated since it depends on the embedding
dimension (m) and the chosen distance (&) related to standard deviation of the
data. The selection of m is important in small samples especially when m is
large, since increasing m means that the number of nonoverlapping sequences
will become smaller. And when sample is less than 500 the asymptotic
distribution may be different than the sampling distribution of the BDS statistic.
The selection of ¢ is even more crucial and a failure to detect non-normality in
calculating BDS with small e is a consequence of too few observations. Brock,
Sheinkman and LeBaron (1991, p. 52) suggests that for 500 or more
observations, the embedding dimension m should be smaller or equal to S,
whereas € should be 0.5-2 times the standard deviation of the data. In the
empirical application, some alternative values of the dimension parameter m
and the distance parameter € are used.

The problem with BDS test is however, that it does not have a simple
interpretation. Nonlinearity based on BDS test could be a result from chaos or
nonlinear stochastic process. However, BDS test was originally designed to test
whether data generating process of a series is deterministic (chaotic) or not
(Granger & Terédsvirta (1993), p. 63). Since the BDS test is based on the null
hypothesis that the observations (here AR(4) residuals) are 1.i.d., a rejection
merely reveals that this is not the case. The specific form of nonlinearity is
therefore an open question.

As for the practical implementation of the test, it is here done by using the
residuals of the AR(4) model as inputs. The use of the autoregressive filter is
based on the invariance property of chaotic equations shown by Brock (1986).
Brock showed that if one carried out a linear transformation of chaotic data,
then both the original and the transformed data should have the same
correlation dimension and the same Lyapunov exponents. Some alternative
values for the dimension parameter m and distance parameter ¢ are applied.




The Ramsey irreversibility test

The irreversibility test, which has been derived by Ramsey and Rothman
(1988), deals with the concept of time reversibility.”? Time irreversibility is
concept which useful in analyzing possible asymmetries (nonlinearities) in
economic time series, for instance, in output series. According to conventional

Mitchell-Keynes business cycle hypothesis cyclical upturns are longer, but less
steep, than downturns (see also the "plucking model" of Friedman (1993)) It
one traces out the behaviour of cycles in reverse time it can be seen that the
symmetric cycle is time reversible and the asymmetric cycle IS time

irreversible. |
Ramsey and Rothman (1988) propose that the presence of time

irreversibility checked by estimating a symmetric bicovariance function in terms
of x,. The test statistic which is obtained from this bicovariance function is of

the following type:

T . . .
S ) o [T BTS2 B €

t=1

If the time series is time reversible, Gil;:() for all k. As for the choice of
exponents, i and j, we assume here that i =2 and j = 1 (here we just follow
Ramsey (1990)). In addition, we experiment with the pair i = 3 and j = 1. The
maximum lag length K is se at 120. To ensure stationarity, we use also here the
AR(4) residuals instead of the original time series. The significance of the G
statistic is tested by computing the confidence limits according to the following

. k
formula for the variance of G,:

Var[le,z] =(—(T2_?))[ﬂ4#2 —,u,,ﬂ,

where /AfE[Xﬂ and u,=E xﬂ Assuming that the data are independent and
identically distributed N(0,07), the right hand side of the above formula can be

simplified to be (T41) [,u;_] This is clearly a crude approximation because the
normality assumption does not hold, nor are the variables uncorrelated.
However, it is not all clear how the variance terms should be computed when x,
is not IID but follows e.g. some general ARMA(p,q) model (see Ramsey and
Rothman (1988) for various experiments). Here the test statistics and the

respective confidence limits are displayed in Figure 2.

> A stationary time series {x,} is time reversible if for any positive integer n, and for every t;,
t, ..., t., € Z, Where z is the set of integers, the vectors (X, X -o X)) 80A (X_ygy X_pp5 -0s X_pn)
have the same joint probability distributions. A stationary time series which is not time
reversible is said to be irreversible. Notice, that by definition, a non-stationary series is time
irreversible. See e.g. Tong (1983) for further details.
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A nonlinear adjustment equation

Ins.tead of just computing test statistics for nonlinearity, it would be tempting to
cstimate a general nonlinear time series model and compare its properties with
a linear model. Unfortunately, such general nonlinear model does not exist nor
1s there any agreement of a reasonable approximation which could be used to
capture the possible nonlinear elements of the data. Still, the situation is not
completely hopeless. There some interesting candidates for a nonlinear
specification. The first which deserves to be mentioned is the threshold model
specification introduced by Tong (see e.g. Tong (1983)). Another specification
which is clearly worth mentioning is the nonlinear employment (output)

cquation introduced by Pfann (1992). This (estimating) equation takes the
following form:

4] [ , 3
X =8y rat+a X, | TaX ,+a,(X X)) Ta(X X, ) *ag(X, _X1—2)3 Uy

where u is the random term. According to Pfann (1992) and Pfann and Palm
(1993), the parameter of the nonlinear terms can be unambiguously signed in
the case employment equations. Thus, a, should be positive (if hiring costs are
larger than firing costs, or in general, if the cycle spends more time rising to a
peak than time falling to a trough). Moreover, parameter a5 is expected to be
negative if the asymmetry (skewness) of magnitude (i.e. the magnitude of
troughs exceeds the magnitude of peaks) is negative and parameter a, also
negative is the asymmetry (skewness) of duration (i.e., it takes longer for a
series to rise from a trough to a peak than to fall from a peak to a trough).

Although this model may make more sense with (productive) input and
output series we also apply it to all ten Finnish series partly to see whether the
real and nominal series can be discriminated on the basis of this equation. The
results are reported in Table 4. This table also includes a comparison of this
model with a linear alternative.’

4 Empirical test results

The message of the empirical analyses is quite clear and systematic: the data do
not give much support to linear models. Thus, all tests statistics in reported in
Table 2 and 3 indicate that at least a linear AR(4) model is trouble.* According
to Table 2, the residuals from the AR(4) model suffer from heteroskedasticity

> Here, we merely replicate the experiments by Pfann (1992). Thus, we take the same

detrending procedure (see the second term on the right hand side) and the same lag structure.
Obviously, extending the lag length beyond 2 would enormously complicate the model.

* In addition of the test statistics reported in Table 2 we also computed the Keenan (1985) and
McLeod-Li (1983) test statistics. Both of these turned out be highly significant. Thus the
marginal significance levels were in all cases well below 5 per cent. The test statistics were also
computed for the post Second Word War period. Results were quite similar to those reported in
Table 2. Thus the war itself cannot explain why the results are favourable to nonlinearities.
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and non-normality. The ARCH(7) statistic significant for all variables (perhaps
excluding the interest rate). Thus, even with real series like industrial output an
autoregressive conditional heteroskedasticity effect can be discerned. This is
something new. Nobody is surely surprised to find an ARCH effect in stock
prices but here a similar result applies to other variables as well.

Nonnormality is clearly a severe problem. It is quite obvious that normality
is violated because of outlier observations. Clearly, some observations can
classified as outliers and it might well be that these observations contribute to
the rejection of linearity. This can be seen from Figures 2 and 3 which contain
the time series and frequency distributions for the AR(4) residuals. In
accordance with Table 1, the main problem seems to be excess kurtosis, not so
much excess skewness. Although the normality assumption is rejected, the
graphs suggest that the distributional problems not, after all, be so severe as the
Jarque—Bera normality test statistic suggests.

Unfortunately, there is no obvious remedy to nonnormality and outlier
observations. One alternative is, of course, to use robust estimators and examine
whether the results (e.g., the properties of residuals) change importantly due to
the change in estimators. In fact, we did do this but it turned out that the results
with the least absolute deviations estimator were qualitatively very similar to
the OLS results. Another possibility is to reconsider the relevant sampling
distributions of the nonlinearity tests statistics in the light of observed behaviour
of OLS residuals. Here, we have not yet worked out this alternative.

After these considerations, some comments on the RESET and TSAY
nonlinearity test statistics merit note. Both tests do suggest that the (linear)
functional form is misspecified for most of the variables. The results are,
however, very systematic. Thus, for instance, industrial production and
bankruptcies, on the one hand, and narrow money and credit supply, on the
other hand, behave in a different way in these tests. Moreover, the test results
do not allow from drawing a line between real and nominal variables.

As far as the BDS test statistic is concerned, the results are much more
systematic and alarming from the linearity point of view. The null hypothesis
that the series is a random i.i.n. variate is rejected from all series with all
standard significance levels. Obviously, this does not automatically imply
nonlinearity, but surely the latter hypothesis must be taken more seriously.’

A similar result emerges with Ramsey’s (1990) irreversibility tests statistics
reported in Figure 4.1. Although, the confidence limits are only indicative some
signs of nonlinearities can be discerned with all series. Somewhat surprisingly,
stock prices do not seem to be the most striking example of this sort of
nonlinearities. Thus, for instance, the test results for industrial production tell
more about nonlinearities than the results for the stock index (see Figure 4.2).
Also bankruptcies and banks’ total credit supply seem to be more obvious
candidates. Perhaps, this is something which is in accordance with the observed
nature of indebtedness and the relationship between indebtedness, credit supply
and bankruptcies (see, for instance, Stiglitz and Weiss (1981) and Bernanke
(1983)).

5 One may suspect that the results with the BDS test result from outlier observations. In turns
out, however, that this is not the case. We eliminated all outlier observations (*1*SD or
alternatively +2*SD) from the AR(4) residuals, but the values of the BDS test statistic changed
only marginally.
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Can anything else be said about the nature of nonlinearities? Tables 1 and
4 suggest that this is the case. Table 1 indicates that the real series and the
nominal se'ries behave in a very different way. The nominal series do not show
up any signs of negative skewness. Moreover, the nonlinear adjustment
equations (reported in Table 4) behave very badly, for instance, in terms of
§tat10narity.6 It is particularly interesting to compare the behaviour and
1ndusFrial production and stock prices. Industrial output is characterized by clear
negative skewness (in magnitude) while there is no apparent skewness in stock
prices. With industrial production, positive residuals are much smaller and
qbviously more numerous than negative residuals. Intuitively, this makes sense
since capacity constraints limit increasing production while a decrease in orders
or bankruptcies may lower production more rapidly. With stock prices, there is
no difference between positive and negative residuals. Thus, adjustment of
stock prices does not contain significant asymmetries. See Figure 5 for details:
notice that positive and (absolute values of) negative AR(4) residuals are
presented here in an ascending order.

Thus, if anything can be learned from this exercise, it is the fact that
nonlinearities seem to exist with the long Finnish times but there seems to be
clear differences between nominal and real variables. Thus, it is perhaps futile

to analyze all sort of nonlinearities using a single model as a frame of
reference.

S5 Long-memory properties in historical time series

In time series, a long-term memory property is said to be present if absolute
values of a stationary variable r, has significant autocorrelations for long lags
i.e. p(|r |, |r,]) = 0, when k is large. This property was first noted for
speculative price series by Taylor (1986) and called thereafter also the Taylor
effect (see Granger and Ding (1993)). In practice, this property implies that the
simple random walk model does not hold for stock prices, even if the price
changes are serially uncorrelated. Residuals from linear model with zero mean
would account for the expectation of the series, but leave the higher moments
unadjusted.

For instance 1f we consider stock price changes, it seems intuitively
appealing to observe that they are uncorrelated, but this does not explain
anything about the heteroskedasticity found in them. Statistically stock prices
could be martingales with non-constant innovation variance (see €.g. Spanos

® With consumer and wholesale prices there seems to be positive skewness indicating that prices
tend to increase faster than to decrease, which obviously makes sense. The behaviour of long-
term interest rate may only reflect this same fact. The real exchange rate, in turn, is
characterized by gradual deterioration of competitiveness and once-for-all devaluations of the
currency. Money and credit seem to behave in the same way as stock prices in terms of
skewness although the estimations results are somewhat different. With bankruptcies, the results
represent some sort of puzzle. Industrial output and bankruptcies do not seem to be just mirror
images - quite the contrary. Thus, there are some (although not very significant) signs of
negative skewness indicating that peaks in bankruptcies are smaller than the corresponding
troughs. This clearly indicates that bankruptcies are perhaps more related to financial and
institutional variables than just to demand and output.
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(1986)). However, from the economic point of view the problem is to find out
whether residual variance from linear model follow conditional
heteroscedasticity (ARCH), generalized version of it (GARCH), asymmetric
power ARCH (A-PARCH as defined in Ding, Granger and Engle (1993)) or
some other form of heteroskedasticity appropriate for the particular time series.
However, univariate models could be helpful in identification and prediction of
the type of heteroskedasticity, but likely insufficient for understanding these
prosesses.’

Heteroskedasticity in residuals shows already that stronger forms of
rational expectations rationality, which imply efficient use of all information,
does not hold for higher moments of the process. In fact expectation error are
not white noise, but rather innovation processes with non-constant variance. The
long-memory phenomenon puts emphasis also to the long-term cyclical swings
often accounted in economic time series. These cyclical swings could relate to
business cycles or even Kutznets and Kontrajev cycles or tendency to generate
serious financial crises as those withnessed in 1930’s and 1980’s. However, as
Granger and Ding (1993) emphasize, that caution in interpretation should be
maintained, since it is not the series themselves but their absolute values, that
have the long-memory property.

If the efficient market hypothesis would hold strictly, the random walk
property implies that r, is an i.i.d process. In addition any transformation of r,

like |r,| or 17 should also be i.i.d process (Ding, Granger, Engle (1993), s. 87).

The sample autocorrelations of i.i.d process will have finite variance 1#/(T) and
larger correlations for |r,| will indicate long-memory property. Ding, Granger
and Engle (1993) show that, if |r,|* is taken for yardstick in measuring the
strengthness of autocorrelation for long lags, the long-memory property is
strongest around d = 1.

In the same way as Ding, Granger and Engle (1993), we found out that all
variables in our data set showed clear evidence of long-memory, thus the
sample autocorrelations for absolute values of residuals were greater than the
autocorrelations of squared residuals. This resemblance could indicate that
economic time series have characteristics of models, not fully described and
understood so far.

Series, which had |r,| well above r"'t were industrial production,

bankruptcies, bank loans and both price price indexes. A little bit different were
series like terms of trade and real exchange rate, money supply and stock
prices, which mostly shared the same characteristics. This could due to rare, but
large discrete changes in these series e.g. like the effects of devaluations. The
results from these long-memory tests performed to AR(4)-residuals of our time
series are presented in table 5 below. Figures of sample autocorrelation
functions for the absolute values of the AR(4) residuals are shown in Figures 6.

Among other things these results indicate that linear filtering with AR(4)
model is not sufficient to remove dependence on faraway past in these series,
even though model selection criteria would suggest in most times 4th order

7 Granger and Terésvirta (1993, p. 51-53) note that a series may have short-memory in mean,
and long-memory in variance, but not so likely the opposite i.e. long-memory in mean with
short-memory in variance. Short-memory in mean is often found in stationary series, whereas
long-memory is present in integrated "level" series.
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autpregressive polynomial should be long enough. Despite the fact that these
series have dominant long-run features like unit roots and trends, parsimonous
linear models seem unable to account for this task. Observations refer therefore
to conclusion that trends in economic time series are most likely stochastic
rather than deterministic. Nonlinearities are hereby faced again.

'The main message is however, that long-memory property is very
persistently present in all of the real and monetary series. In addition there

seems to be no difference between real and monetary variables about how fast
autocorrelations would die out for long lags.

6 Testing dependencies between residual moments

The purpose of applying first an autoregressive model to the series is to remove
the potential trend component from series. Removing deterministic or stochastic
long term trend could be done by other means as well e.g. differencing or
modelling by structural time series models and thereafter eliminating the trend
component. We proceed by calculating dependency measures of dif<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>