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Realized volatility and overnight returns 

Bank of Finland Research 
Discussion Papers 19/2010 

Katja Ahoniemi – Markku Lanne 
Monetary Policy and Research Department 
 
 

Abstract 

No consensus has emerged on how to deal with overnight returns when 
calculating realized volatility in markets where trading does not take place 24 
hours a day. This paper explores several common volatility applications, 
investigating how the chosen treatment of overnight returns affects the results. For 
example, the selection of the best volatility forecasting model depends on the way 
overnight returns are incorporated into realized volatility. The evidence favours 
weighted estimators over those that have been more commonly used in the 
existing literature. The definition of overnight returns is particularly challenging 
for the S&P 500 index, and we propose two alternative measures for its overnight 
return. 
 
Keywords: realized volatility, forecasting 
 
JEL classification numbers: C14, C22, C52 
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Toteutunut volatiliteetti ja yliyön tuotot 

Suomen Pankin keskustelualoitteita 19/2010 

Katja Ahoniemi – Markku Lanne 
Rahapolitiikka- ja tutkimusosasto 
 
 

Tiivistelmä 

Toistaiseksi ei ole löytynyt yksimielisyyttä siitä, miten tulisi käsitellä yön yli  
-tuottoja, kun lasketaan toteutunutta volatiliteettia markkinoilla, joilla ei käydä 
kauppaa ympäri vuorokauden. Tässä tutkimuksessa tarkastellaan useita yleisiä 
volatiliteettisovelluksia ja sitä, miten valittu yön yli -tuottojen käsittelytapa vai-
kuttaa tuloksiin. Parhaan ennustemallin valinta volatiliteetin laskemiseksi riippuu 
esimerkiksi siitä, miten yön yli -tuotot sisällytetään toteutuneen volatiliteetin las-
kentaan. Tulosten perusteella kannattaa suosia painotettuja volatiliteettiestimaat-
toreita ennemmin kuin sellaisia estimaattoreita, joita on käytetty yleisemmin ole-
massa olevassa kirjallisuudessa. Yön yli -tuottojen määritteleminen on erityisen 
haastavaa S & P 500 -osakeindeksin tapauksessa, ja tässä keskustelualoitteessa 
esitetään kaksi vaihtoehtoista mittaria tämän indeksin yön yli -tuotoille. 
 
Avainsanat: toteutunut volatiliteetti, ennustaminen 
 
JEL-luokittelu: C14, C22, C52 
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1 Introduction

The use of high-frequency data to calculate and sum intraday squared returns

has become the prevalent method for estimating volatility in recent years. The

early literature on realized volatility (RV) dealt with foreign exchange markets,

where trading takes place around the clock (see eg Andersen and Bollerslev,

1998). However, the same approach of summing intraday squared returns has

since been applied to data from other markets that are closed for at least a

part of each 24-hour period. The best way to incorporate the information that

arrives during the times of market closure is not obvious at the outset.

The existing literature on stock market realized volatility has adopted

several approaches to dealing with the time period when the market is closed

(in other words, the overnight period). The simplest approach is to ignore the

overnight period, in other words, summing only the intraday squared returns

(Wu, 2010; Corsi et al, 2008); Thomakos and Wang, 2003; Andersen et al,

2001). However, Hansen and Lunde (2006) argue that such an estimator is not

a proper proxy of the true volatility because it does not span a full 24-hour

period. Another solution in the literature is to calculate the overnight return

by subtracting each day’s close value from the next day’s open, and to add this

squared return as one of the factors in the sum of intraday returns (Bollerslev

et al, 2009; de Pooter et al, 2008; Becker et al, 2007; Martens, 2002; Blair

et al, 2001). A third method is to calculate realized volatility by ignoring

the overnight period, but then scaling the resulting value upward so that the

volatility estimate covers an entire 24-hour day (Koopman et al, 2005; Martens,

2002). Fourth, Hansen and Lunde (2005b) have derived optimal weights for

the overnight return and the sum of intraday returns.1

In the absence of a consensus approach, this paper compares all of the

existing solutions to dealing with returns from the overnight period. We

also introduce an alternative, naïve weighting scheme to complement that

of Hansen and Lunde (2005b, henceforth HL). As the true data-generating

process is unobservable, we cannot directly compare the various measures to

the true volatility. However, we run the test of Patton (2009), which allows for

ranking various volatility estimators. For S&P 500 returns, this test procedure

selects the HL and naïve volatility estimators over the other alternatives when

using a mean squared error type loss function. We also show that, in a basic

volatility forecasting framework, the selection of the forecasting model can

depend on the treatment of overnight returns. Mean squared errors tend to be

lowest, and 2’s highest, with the HL estimator. Additional analyses based
on volatility feedback and leverage effect regressions provide more evidence in

favor of the HL weighted estimator. Combining all the collected evidence, we

recommend the use of the HL estimator.

The data in the present paper is for the S&P 500 index, which is quoted

from 9:30 AM to 4:00 PM Eastern time. In other words, trading only takes

place for six and a half hours each day. In addition, the published opening

quote of the index has, traditionally, been equal to the previous day’s close

1There are also numerous studies with realized volatility applications that do not mention

how the overnight return is treated, if accounted for at all. These include Giot and Laurent

(2007) and Engle and Gallo (2006).

7



due to the fact that trading has not commenced immediately at 9:30 AM.

This poses an additional challenge in determining the overnight returns for

the index. To that end, we propose two alternative solutions: using the return

from the previous close up until 9:35 AM (a five minute return), and using the

difference between the previous close and the so-called special opening quote

(SOQ). The five-minute proxy is favored by the Patton (2009) test, but the

SOQ proxy dominates in the empirical applications.

The rest of the paper is organized as follows. Section 2 describes all of the

RV measures that are compared in the paper. Section 3 describes the data set

and the two proposed overnight return proxies. Section 4 provides details on

the Patton (2009) test and shows which RV estimators it selects. Section

5 contains the empirical analyses: volatility forecasts as well as volatility

feedback and leverage effect regressions. Section 6 concludes.

2 Realized volatility estimators

This section outlines the various competing realized volatility estimators that

are compared in later sections. In what follows, the term realized volatility

refers to both realized variance and its square root. The basic measure of RV

is defined in the standard way

 =
X
=1

( − −1)2 (2.1)

where  is the log price of an asset and  denotes the number of intraday

returns to be summed. For example, in the US stock market, there are

78 five-minute returns in one trading day. The squared overnight return

 can be added to this simple intraday measure as a 79th factor in the

sum. Alternatively, the RV estimator can be scaled in such a way that the

six-and-a-half hour trading day is extended into a 24-hour day. We follow the

scaling procedure of HL, and define the scaled estimator as

 
 = ̂ · (2.2)

where

̂ =

P
=1( − ̄)2P

=1
(2.3)

and where  is the daily close-to-close return, and ̄ is its sample average
over the n-day sample period. HL show that this scaling factor is a consistent
estimator of , which is defined as ()(), where  is the integrated
variance.

HL also introduce a way to optimally weight the squared overnight return

and the sum of intraday squared returns. Denoting the average overnight

squared return with 1, the average of  with 2, and the average of  +
 with , the linear combination of the two elements is constructed in such
a way that 11 + 22 = , where the weights 1 and 2 are the optimal
weights of  and , respectively.
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The naïve RV estimator proposed in this paper is also a weighted sum of the

squared overnight return and the intraday squared returns. The weights are

selected so that 21 = 21, satisfying 11 + 22 = . In other words,
the weights are in the same proportion as the average overnight squared return

and the average value of  (the sum of intraday squared returns).

3 Data

The data set in this study consists of intraday observations of the S&P 500

index, the most important benchmark in the US stock market. The data

is acquired from Tick Data, and the chosen data sample covers the period

1.1.1994—31.5.2007, containing 3,377 observations. The end date is chosen so

that the financial crisis period is omitted from the analysis due to concerns

that normal phenomena and behavior have been (temporarily) disturbed.2

Although the S&P 500 index value is published several times each minute, we

choose to use five-minute returns for our analysis. As the index consists of

500 share prices, observing the value very frequently would introduce a large

number of stale prices. It is plausible to assume that nearly all component

stocks of the S&P 500 index trade at least once within each five-minute

interval. Also, Bollerslev et al (2009) note that for highly liquid assets, the

five-minute frequency seems to be a reasonable choice, providing a balance

between frequent sampling and market microstructure noise.3

To facilitate the out-of-sample forecasting exercise of Section 5, the data

sample is further divided into an in-sample period of 2,771 observations,

corresponding to 1.1.1994—31.12.2004, and an out-of-sample period of

1.1.2005—31.5.2007 for forecast evaluation. The in-sample period is used to

determine the scaling factor ̂ and the HL and naïve weights 1 and 2.
The estimation of S&P 500 volatility faces two challenges. The first is

the issue of how to incorporate overnight returns into the estimate of realized

volatility.4 The second challenge involves how to calculate the overnight return

in the case of the S&P 500 index, as the previous day’s close and next day’s

open quotes have traditionally been exactly the same. This stems from the

fact that it takes some time to open stocks for trading on the New York Stock

Exchange (NYSE). Figure 1 shows the daily squared close-to-open returns for

the time period of this study. Prior to 2006, the squared return is non-zero on

some days in the sample period, but this is most likely due to clerical errors or

2The Financial Turmoil Timeline maintained by the Federal Reserve Bank of New York at

http://www.newyorkfed.org/research/global_economy/crisis_timeline.pdf begins in June

2007.
3We choose not to make corrections for possible market microstructure effects (methods

for dealing with market microstructure noise are introduced in eg Zhang et al, 2005, and

Barndorff-Nielsen et al, 2008). The five-minute observation frequency should take care of

most noise considerations arising from e.g. infrequent trading and price discreteness. Other

equity market studies such as Andersen et al (2001) and Engle and Gallo (2006) also use

the five-minute observation frequency, whereas Giot and Laurent (2007) use a 20-minute

frequency, and Becker et al (2007) a 30-minute frequency.
4This issue is circumvented by eg Martens (2002) by using S&P 500 futures instead of

the cash index, as futures trading takes place around the clock.
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Figure 1: Close-to-open squared return of the S&P 500 index

1.1.1994—31.5.2007 (3377 observations)

other unusual circumstances. As Stoll (2000) notes, the consecutive close and

open quotes of the S&P 500 index are identical. A change occurs gradually in

2006, near the end of the data set, whereafter the close-to-open return is no

longer zero. This coincides with the adoption of an electronic trading system at

the New York Stock Exchange, and with changes that facilitated the opening

of stocks for trading at the start of the day.

Given the above evidence, it is not feasible to use the difference between the

open and close quotes to calculate the overnight return in the case of the S&P

500 index. As a first remedy, we propose that the return from the previous

day’s close up until 9:35 AM, or up until five minutes of trading have elapsed,

be used as a proxy of the overnight return. This same measure of overnight

returns is used in Chan et al (1991). Although perhaps seemingly arbitrary,

there is evidence suggesting that this choice is logical. First, when calculating

the returns for each five-minute period of the day, the average squared return

for the first five minutes differs markedly from the remaining 77 five-minute

periods of the trading day. The standard deviation of the squared returns is

also higher for the squared returns of the first five minutes (see Figure 2). In

fact, this phenomenon prompted Stoll and Whaley (1990b) to omit the first

two five-minute returns of each trading day from their analysis of S&P 500

cash index and index futures returns, and Lin et al (1994) wait for 30 minutes

of trading to elapse on the NYSE before observing their opening quote for the

S&P 500 index. Stoll and Whaley (1990a) report that in 1986, it took large

stocks around five to six minutes to open for trading on the NYSE. Spurlin et

al (2008), in a sample of S&P 500 stocks covering the years 1996—2001, provide

evidence that the average opening time had fallen to around 3.5 minutes. As

a consequence of our decision to use the first five minutes of each day as an

10



Figure 2: Average squared return of five-minute trading periods (left panel)

and standard deviation of five-minute squared returns (right panel). There are

78 five-minute periods within one trading day at the NYSE.

overnight return proxy, in what follows we calculate  beginning at 9:35
AM, or with 77 daily five-minute intervals.

As a second alternative proxy for the S&P 500 overnight returns, we

propose using the so-called special opening quote. This index value is

calculated daily by Standard & Poor’s using the opening value of each of the

500 component stocks, and is used as the final settlement price of S&P 500

index-related options that trade on the CBOE and CME. In other words, it is

calculated at a different time each day — once the first trade of the day takes

place for the 500th stock. However, given the above evidence that large stocks

tend to open during the first few minutes of each trading day, there should

be little risk of the new day’s news contaminating the open quotes. Thus, the

special opening quote (SOQ) should reflect the information that accumulates

during the overnight period quite well. Figure 3 shows the time series of the

close-to-9:35 squared returns and the close-to-SOQ squared returns. The y-axis

is equal in both panels of the figure, highlighting that the close-to-SOQ return

is larger on average.

The following list summarizes the various RV measures that will be

compared in later phases of this study:

•  — sum of intraday squared returns with no overnight return

•  
 —  scaled to a full 24 hours; scaling factor ̂ = 16380

•  +9:35
 —  plus the overnight return, defined as the close-to-9:35 return

•  +
 —  plus the overnight return, defined as the close-to-SOQ return

•  9:35
 —  and the overnight return, defined as the close-to-9:35 return, HL

weights

•  
 —  and the overnight return, defined as the close-to-SOQ return, HL

weights
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Figure 3: Close-to-9:35 squared return of the S&P 500 index (upper panel)

and close-to-SOQ squared return (lower panel) 1.1.1994—31.5.2007.

•  9:35
 —  and the overnight return, defined as the close-to-9:35 return, naïve

weights

•  
 —  and the overnight return, defined as the close-to-SOQ return, naïve

weights

As a representative example of the various RV series, Figure 4 shows the

time series of  for the full sample period. Table 1 provides descriptive
statistics on the eight RV estimators and the two overnight return series, and

Table 2 contains the HL and naïve weights, as well as 21. The descriptive
statistics show that  

 is highest, on average. The value for RV with

naïve or HL weights depends on the chosen measure of the overnight return

— using the SOQ leads to a higher RV estimate than using the five-minute

overnight return proxy. The averages of  +9:35
 ,  9:35

 , and  9:35
 are

very close to one another, as are the averages of  +
 ,  

 , and

 
 . This is because the weights are calculated so that 11+22 = .

In fact, this causes the means to be exactly equal within the sample that is

used to determine the weights. In our case, the use of the in-sample period to

find the weights causes the averages to differ slightly when looking at the full

sample. The mean of the SOQ overnight return proxy is over double that of

the five-minute return proxy.

Despite the closeness in means of the weighted estimators, Table 2 shows

that the four sets of weights (HL and naïve weights for two overnight return

proxies) differ clearly from one another. Looking first at the five-minute return

proxy, the HL weights place two times as much weight on the day-time squared

returns than on the overnight squared return. For the naïve weights, in turn,

21 is close to four, or the in-sample value of 21. The picture is reversed

12



Figure 4: , or the sum of intraday squared returns, 1.1.1994—31.5.2007.

for the SOQ, which produced a much higher average overnight squared return.

The HL weights now award much less weight to the overnight return, whereas

the naïve weights react to the higher overnight values by awarding it more

weight. With the naïve scheme, the daytime weight is now less than double

the night-time weight, whereas the relation 21 is over 39 with HL weights.
Note that the weights for the two weighting schemes do not need to sum to

the same value.

Table 1. Descriptive statistics for realized volatility measures and

overnight squared returns, multiplied by 1000.

Mean St.dev.

 0.0667 0.0909

 
 0.1092 0.1489

 +9:35
 0.0833 0.1128

 +
 0.1027 0.1973

 9:35
 0.0833 0.1114

 
 0.1040 0.1417

 9:35
 0.0832 0.1118

 
 0.1031 0.1677

 9:35 0.0167 0.0411

 SOQ 0.0360 0.1496
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Table 2. HL and naïve weights with both proxies

of S&P 500 overnight returns

9:35

HL naïve

1 0.5483 0.2909

2 1.1118 1.1755

21 2.0277 4.0408

SOQ

HL naïve

1 0.0390 0.6656

2 1.5386 1.1874

21 39.4175 1.7841

4 Data-based ranking test

The data-generating process, and thus the true volatility, are unobservable.

However, the test procedure introduced by Patton (2009) provides a

straightforward way for ranking various volatility estimators with the help

of the daily close-to-close return. We first perform this test in order to gauge

the differences in the RV estimators, and to find an unconditional ranking of

the estimators. Patton (2009) provides conditions under which loss functions

based on any unbiased proxy of the RV can be used to compare competing RV

estimators by means of standard tests, such as those of Diebold and Mariano

(1995) and the Model Confidence Set (MCS) test of Hansen et al (2009). This

proxy does not have to be very precise, and following Patton (2009), we employ

the readily available daily squared return. However, standard tests cannot be

directly used to compare RV estimators to the daily squared return because the

estimation error in the RV will, in general, be correlated with the error in the

proxy. To overcome this difficulty, Patton (2009) suggests using the first lead of

the squared return as an instrument in the loss function (an alternative would

be a weighted average of multiple leads of the proxy). Furthermore, we adopt

his assumption that the RV follows a random walk, which has often proved to

be a good approximation. These assumptions, coupled with a number of mild

regularity conditions, are sufficient to consistently estimate the difference in

average accuracy of any two competing estimators. Hence, it is justified to use

the Diebold-Mariano test and the MCS test for comparisons of RV estimator

accuracy based on commonly used loss functions. We employ the MCS test

in our application, as it allows for comparing the full range of RV estimators

simultaneously. The best estimator is included in the model confidence set

with a given confidence level. The MCS test does not require knowledge of the

true data-generating process, in other words, knowledge of the true realized

volatility. We use the mean squared error loss function

 = (
2
+1 − )

2 (4.1)

where  is an RV estimator. TheMCS test results are provided in Table 3. The
p-values indicate that with this loss function,  9:35

 and  9:35
 are the
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most accurate measures. These two measures belong to the model confidence

set with a confidence level of ten percent, but they cannot be distinguished

from one another in a statistical sense. Based on the results from the test,

it appears to be favorable to weight the overnight and intraday returns, and

both of the proposed weighting schemes fare well. Also, the 9:35 AM overnight

return proxy dominates the special opening quote.

Table 3. P-values from model confidence set test

RV estimator MCS p-value

 0.0000

 
 0.0000

 +9:35
 0.0000

 +
 0.0000

 9:35
 0.1735

 
 0.0168

 9:35
 1.0000

5 Empirical comparisons

We now turn our attention to several empirical volatility applications in

order to further investigate which RV estimator should be favored when

analyzing the S&P 500 index. First, we compare the RV estimators through

a volatility forecasting exercise. As mentioned previously, we divide the data

into an in-sample period (1.1.1994—31.12.2004) and an out-of-sample period

(1.1.2005—31.5.2007). The in-sample and out-of-sample periods contain 2,771

and 606 observations, respectively.

There is, naturally, a virtually unlimited number of forecasting models to

choose from. To keep the analysis compact, we focus on only three commonly

used models: the GARCH(1,1), GJR-GARCH(1,1), and APARCH(1,1). We

include the basic GARCH model as it is a natural benchmark in a forecasting

application, and it was found to perform very well as a forecaster in Hansen and

Lunde (2005a) for an exchange rate series. The popular GJR model of Glosten

et al (1993) takes the asymmetric market reaction to positive and negative

shocks into account. Hansen and Lunde (2005a) find that when forecasting

the volatility of a stock return series, taking such a leverage effect into account

improves forecasts. The GJR model is also the chosen specification for S&P

100 returns in Blair et al (2001). The APARCHmodel, introduced in Ding et al

(1993), is the best volatility forecaster in an application similar to ours, Hansen

and Lunde (2006).5 This group of models is sufficient to illustrate our point

that the treatment of overnight returns can affect the conclusions a researcher

would draw concerning the best forecasting model. We evaluate the forecasts

5Hansen and Lunde (2006) perform a similar forecasting exercise with three RV

estimators:  
 ,  +  (equivalent to  +9:35

 and  +
 in this study), and

the daily squared return. Their focus, however, is not on the comparison of RV estimators,

but on which forecast evaluation criteria to use.
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with two standard criteria, mean squared error (MSE) and the 2 from a

Mincer-Zarnowitz regression of the RV estimator on the forecast. Patton

(2008) shows that ranking forecasts based on MSE is robust to noise in the

volatility proxy, and Meddahi (2002) shows the same for the Mincer-Zarnowitz

2. However, Pagan and Schwert (1990) and Engle and Patton (2001) note
that the 2 criterion can be sensitive to outliers in the volatility proxies.
Table 4 summarizes the results. The 2 criterion is very clear: the best

forecasting model is GJR-GARCH, irrespective of the RV estimator used.

However, based on the MSE, the model choice varies depending on the RV

estimator, and would fall either on the GARCH model or the APARCHmodel.

Looking at both criteria simultaneously, a researcher would choose from the

basic GARCH model and the GJR model if using , 
+9:35
 ,  +

 ,

 9:35
 ,  9:35

 or  9:35
 , but the choice would fall on GJR or APARCH

when using  
 or  

 . The highest 2 is provided by the GJR
forecasts for  9:35

 , and the lowest MSE comes with APARCH forecasts for

 
 . Going row by row,  

 delivers the best value (lowest MSE

or highest 2) three times,  9:35
 twice, and  

 once. Although

we are cautious to draw any direct conclusions from this, it is an additional

indication that the weighted estimators are the most precise. In light of the

forecast results, the SOQ now receives support as an overnight return proxy,

although the Patton (2009) test favored the five-minute proxy.

To further explore the differences in the RV estimators, we follow Bollerslev

and Zhou (2006) and run volatility feedback and leverage effect regressions with

a daily sampling frequency. The volatility feedback effect, which underlies, for

example, the ARCH-M model of Engle et al (1987), implies that returns and

volatility should be positively linked. To investigate the volatility feedback

effect, the daily log return is regressed on the contemporaneous RV estimator

 = +  +  (5.1)

The leverage effect, on the other hand, links the previous period’s return with

the next period’s volatility. The relation is assumed to be negative, so that a

negative (positive) return raises (lowers) volatility in the next period. In the

model for the leverage effect, the RV estimator is regressed on the previous

period’s log return

 = + −1 +  (5.2)

The adjusted 2’s from the two regressions are provided in Table 5, along

with the significance levels of the explanatory variables with Newey-West

HAC standard errors. The results are more interesting for the volatility

feedback effect. The highest adjusted 2 is achieved with  
 and ,

which yield the same value, as  
 = ̂ ·. The second-highest 2 comes

with  
 . If the analysis of the volatility feedback effect were the only

issue on the research agenda, the results would be affected by the choice of the

RV estimator. In particular, if using the popular estimator of type  + ,
here either  +9:35

 or  +
 , a researcher would easily conclude that there

is no strong volatility feedback effect. The evidence in favor of the effect

is much stronger with some of the other estimators. For the leverage effect
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regressions, there are no differences in statistical significance. However, the

highest adjusted 2 is associated with  
 , and  

 and  are now
second-best. To summarize, this part of the analysis points toward  



as the estimator of choice. This same estimator fared best in the row-by-row

analysis of the forecast results, followed by  9:35
 .

Table 5. Adjusted 2’s from volatility feedback and leverage effect

regressions. *** denotes significance at the one-percent level,

level, ** at the five-percent level, and * at the ten-percent

level for the explanatory variable in each equation: for the

volatility feedback effect,  from the model  = +  + 
and for the leverage effect, −1 from the model

 = + −1 + .

Vol. feedback Leverage

 0.0132*** 0.0524***

 
 0.0132*** 0.0524***

 +9:35
 0.0045* 0.0434***

 +
 0.0000 0.0324***

 9:35
 0.0081** 0.0488***

 
 0.0124*** 0.0529***

 9:35
 0.0105*** 0.0509***

 
 0.0015 0.0423***

6 Conclusions

When calculating realized volatility in a market that is not open for continuous

trading, a choice must be made on how to treat the returns generated during

the periods of market closure. Several alternative ways to deal with these

overnight returns have become prevalent in the related literature. This paper

shows, using a formal statistical test due to Patton (2009), that weighting the

squared overnight return and the sum of intraday squared returns is the most

accurate measure of realized volatility. The importance of the choice regarding

overnight return treatment is underscored in the volatility forecasting exercise,

which shows that a researcher would select a different forecasting model with

different estimators of realized volatility. Based on the combined evidence

from the statistical test and the forecasts, the weighted RV due to Hansen

and Lunde (2005b) appears to be the best RV estimator. The HL weighted

estimator performs better than the intuitive but naïvely weighted estimator

introduced in the paper.

We also explore how to proxy for the overnight return of the S&P 500

index, as its close and open quotes have traditionally been equal. The test

of Patton (2009) favors the five-minute overnight return proxy, whereas the

special opening quote emerges as the top alternative in the empirical applica-

tions. The volatility feedback effect analysis again shows that the treatment

of overnight returns can affect conclusions drawn by a researcher: statistical

18



significance is not achieved with all RV estimators. Importantly, we can con-

clude that two commonly-used RV estimators, one that adds overnight returns

as one equal factor into the sum of intraday returns, and one that includes no

overnight returns, cannot be recommended based on our analysis. The com-

bined evidence is most in favor of the Hansen and Lunde (2005b) weighted

realized volatility estimator.
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