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Preface 

The liberalization of the financial markets, the re-definition of Finnish 
monetary aggregates and rapid advances in econometric methodology 
in the late 1980s together awakened the need in Finland for up-to-date 
money demand equations. Work on the thesis began under the 
direction of Antti Suvanto when 1 worked as a researcher at the Bank 
of Finland in autumn 1991. The project continued with the aid of the 
cooperative banks' research foundation and the Yrjö Jahnsson 
Foundation and was accepted as a thesis for the licentiate degree in 
May 1993. 

With respect to the econometric methodology involved, the 
primary influence has been the Nordic Multivariate Cointegration 
Workshop led by Katarina Juselius and S~ren Johansen, in which 1 
had the opportunity to participate over the years 1990-1993. 
Presentations made at the workshop and numerous discussions with 
the other participants and especially with Professor Juselius were of 
immense value in formulating the thesis. 1 am deeply indebted to these 
people. 

Besides my colleagues, Professor Erkki Koskela also commented 
on the economic interpretation of the findings. Glenn Harma patiently 
checked the English language, correcting errors and making numerous 
suggestions for improving my modes of expression. Aila Raekoski 
handled the thankless task of converting the text from the original 
LaTeX version into WordPerfect. My sincerest thanks go to her and to 
all the others who helped me see the project to completion. 

Helsinki, April 1994 

Antti Ripatti 
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1 Introduction 

The demand for money plays an important role in macroeconomic 
models. Traditionally, it ties together the financial and real sectors of 
the economy. The theory of the demand for money is quite compact, 
and empirical findings have generally supported it. Since the 
forecasting failure of D.S. demand for money models in the late 
1970s, money demand analysis has been a lively subject among 
econometricians. Dozens of new methods have been applied to 
II explain" the forecasting failure. . 

However, the demand for money has not been a very popular 
subject among Finnish economists. Credit rationing in Finland has 
made it difficult to make comparisons with studies of other countries. 
The application of foreign examples to the Finnish case has failed to 
adequately treat credit rationing and its implications. The only way of 
taking .credit rationing into consideration in the early studies l of 
money demand in Finland was to use the inflation rate as a substitute 
for the interest rate. 

The Bank of Finland has changed the definitions of the monetary 
aggregates as the old definitions of Ml and M2 in particular became 
outdated. The structure of the financial markets had changed a great 
deal since the 1970s. The changed role of the central bank and 
financial institutions influenced the components of money. Today, the 
monetary aggregates are more c10sely tied to the amount of liquidity 
than before, and money has greater significance in the economy. The 
development of the financial sector during the 1980s created a new set 
of markets - new transaction tasks for money. According to some 
measures, money has grown three times faster than GDP during 
1980s. The amount of monetary transactions has probably changed. 

For an econometrician, the demand for money is still an attractive 
area of application. The theory is compact, and the time series are 
usually long and of good quality. The number of parameters is limited 
and there is also a consensus on the desirable features of money 
demand. It is a good forum in which to apply new methods. 

Moreover, time series analysis has improved during the 1980s. 
Dnit root econometrics has influenced macroeconometric modelling to 
a great extent. Earlier studies require re-evaluation. The notions of 
cointegration and the error correction mechanism have brought the 
economic theory and econometric models c10ser together. 

1 See Suvanto (1980) for a survey of Finnish money demand studies. 
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The study is organized in four parts as follows: In part 1, we 
survey the theoretical models of the demand for money and derive a 
dynamic framework. Part 2 presents the econometric methods to be 
used in part 4 of the study2. The data and the institutions as well as 
earlier results and testable hypotheses are presented in part 3. 

1.1 On Money 

The usual approaches taken in defining what is called money are the 
transactions approach and the asset approach. In a classical framework 
money is thought of as a medium of exchange and, simultaneously, as 
a store of value. The medium-of-exchange role is probably based on 
the ability of money to reduce transaction costs. A special feature of 
money as a medium of exchange is that it is indestructible in this role 
as long as it is 'acceptable'. Then, according to 1. Fisher, 'any property 
right which is generally acceptable in exchange may be called money' 
(1. Fisher 1922, p. 5). Information also has a role in the medium-of
exchange definition of money. Money is something that distributes 
information more evenly between individuals and creates an efficient 
altemative to barter. 

If money does not reward the holder with a cash retum and it 
deteriorates at the rate of inflation, all other assets are denominated in 
money terms. The asset approach to money tries to distinguish money 
from other non-interest-bearing assets such as consumer goods. 
Patinkin (1965), for example, solves the problem by including money 
as an argument in the utility function. The utility of money is based 
on what will happen if an individual runs out of cash. This utility 
approach provides a rationale for distinguishing between money and 
non-money. Money is desired because of its characteristics. Portfolio 
'mean-variance' analysis is also used to analyze money demand. 
Money is then not an argument in the utility function but a part of a 
portfolio of fin~cial assets. The yield on money is based on its 
usefulness in rransacllons. 

One motivation for the existence of money is the uncertainty of 
'double coincidence of wants'. There is also uncertainty conceming 
the reputation of a potential trading partner. Overlapping-generations 
models ignore the medium-of-exchange function of money and 

2 Computation has been done with RATS 3.14, PC-GNEIFIML 6.1, Gauss 2.0 and 
SURVO 84C. Katarina Juselius and Henrik Hansen have kindly provided me with a 
system of Cointegration Analysis of Time Series (CATS). 
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emphasize instead an asset' s use as a store of value. The sidestepping 
of the medium-of-exchange function of money by these models has 
serious implications in that they fail to provide an adequate framework 
for analysing monetary issues. 

Empirical definitions of money are usually based on the medium
of-exchange function. The degree of liquidity is usually the basis for 
separating the different· monetary aggregates. For example, time 
deposits are not inc1uded in Ml but are inc1uded in M2. Barnett 
(1980) is a thorough study of monetary aggregates. The commonly 
used simple-sum aggregation of different money-like assets is valid 
only when aggregating over 'goods' that are perfect substitutes. in 
constructing ideal monetary indices, the weights of financial assets in 
the indices are based on the user cost defined with the help of the 
interest rate for each asset and the benchmark asset. The aggregation 
influences the analysis of money demand. According to LaCour (1991) 
the interest rate elasticity is much smaller in the ideal index number 
aggregates than in the simple-sum aggregate. This occurs mainly due 
to the interest rate effect captured by the ideal index numbers 
themselves. 

McCallum and Goodfriend (1988, p. 16) separate money from 
other assets by means of the following definition: 

assets are part of the money stock if and only if they constitute claims to 
currency, unrestrlcted legal claims that can be promptly and cheaply 
exercised (at par). 

Here, money is a medium af exchange and unit af account. 
Demand for money studies investigate how much money (as 

defined in the study) agents are willing to hold and what factors 
determine the level of holdings. In this study, we focus on the demand 
for two altemative commonly used measures of money, Ml and M2. 
In a small open economy, like Finland, the central bank cannot control 
the amount of money supplied under a fixed exchange rate regime. It 
must be ready to buy or sell all amounts of currencies offered or 
demanded at the fixed rate. The amount of money in the economy is 
determined by the demand for it. The currency band, which is used in 
Finland, gives central bank a modicum of control over the money 
supply, but this possibility cannot be operationalized in practice. 

The present poor condition of the banking sector in Finland could 
be considered as a money supply shock. Credit expansion is no longer 
automatic, due to the problems of banks' customers. However, the 
data used here do not cover the most severe phase of the banking 
cnSlS. 
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1.2 On Econometric Modelling 

Econometric modelling of macroeconomic time series has undergone a 
great deal of change during last decade. Tne growing use of vector 
autoregression, the unit root literature, the error correction mechanism, 
as well as cointegration, the structured co.ucept of causality and 
exogeneity and recent advances in non-linear modelling have all 
provided an enlargening set of tools and concepts for empirical 
research. However, these tools and cencepts are very rarely used 
effectively in practice. The connections between the fields are n9t 
usually exploited. In this study we have tried to use the econometric 
development work that is being done in the Nordic Multivariate 
Cointegration Workshop3 in particular and to bring in some other 
ideas. One side-effort, which eventually uses some of the main results, 
is to test a very specific rational expectations model for money 
demand. 

The main object of the study has been to derive empirical models 
for money d~mand in Finland. Our approach uses the following 
macroeconometric modelling strategy. 

First, we do not start with a specific theoretical model of money 
demand. Rather, we consider the set of rival theories and approaches 
and try to test the restrictive implications of the theories in a more 
general framework. In this way, we try to avoid the problems of 
choosing a wrong theory ex ante. However, we must choose the set of 
theories, the starting-point, by excluding some possibly useful and 
important factors. Here, the theories, together with economic intuition 
(whatever that is) suggest a set of economic variables that are closely 
connected to the problem. Chapters 2 and 3 concentrate on these 
issues within the context of the demand for money. 

The second (and difficult) step is to find empirical counterparts to 
the theoretical variables. Sometimes that is not possible, as the theory 
is not very explicit about the measurement of economic phenomena. 

_ Moreover,_ the set of. variables might be very sensitive to the initial 
assumptions of the theoretical models. In practice, the existence of 
data and the length of time series restrict the set of variables and the 
questions one can ask of the data. Chapter 8 of the study describes the 
data and the problems of choosing empirical determinants of the 
demand for money. 

3 Early versions and pre-estimations of the study have been presented in the workshop. 
1 have benefited from discussions and research projects of the participants - the studies 
and comments of Katarina Juselius have motivated and greatly improved the study. 
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1 have chosen the vector autoregressive (V AR) model as a starting 
point. The V AR model has several advantages; including a minimal 
number of restrictive exogeneity assumptions. In several cases it 
describes very well the variation in the data. The most important 
disadvantage of the V AR model is the huge overparametrization and 
consequent loss of degrees of freedom. Further discussion of the V AR 
is found in part n of the study. 

V AR models allow us to test parameter restrictions with the 
unrestricted VARas an altemative hypothesis. These restrictions could 
be derived from the economic theory. Unfortunately, the theory is 
usually not very explicit about the restrictions. The statistical and 
theoretical models differ too much and it is very difficult to formulate 
the questions to be asked of the data. Ideally, one can "test a theory", 
i.e. find empirical evidence for or against it. 

Once one has found the levels of exogeneity of the variables in 
the model, the other variables can be conditioned on those variables. 
This will improve the efficiency of the estimation. But for an 
economist this is usually not enough. The structural model is normally 
the main objective of econometric modelling. Starting with the V AR, 
one has a good chance of avoiding incorrect a priori exogeneity 
assumptions. On the other hand, the information set (mainly variables) 
is often not large enough for an economically very well specified 
model for each endogenous variable. This problem, of course, comes 
up very common in modelling simultaneous equations. The technical 
details involved in this step are discussed in chapter 6. 

One way of testing theories is to derive an econometric model 
directly from the theoretical model, choose the variables and then 
procede to estimate the model. If the model diagnostics reject the 
statistical assumptions of the model, the statistical model does not 
support the theoretical model. The study is then back at step one. If 
the evidence does not support the theory, one can hardly proceed with 
the analysis using the same model. This kind of strategy is applied in 
testing a specific rational expectations model in chapter 7 and sections 
11.2 and 12.2. 
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2 Theoretical Models of 
the Demand for Money 

There are several theoretical approaches to modelling the demand for 
money. The qualitative results of these approaches are very mueh 
alike. The demand for money depends on the priee level, ineome, 
various interest rates and perhaps inflation. Goldfeld and Siehel (1990) 
and MeCallum and Goodfriend (1987) are good summaries of the 
different approaches. Laidler's (1985) textbook review ignores the 
newest models, while Fisher's (1989) book emphasizes the demand 
system approaeh. Barro and Fisher (1976) summarize earefully the 
early literature. 

The earlier literature on money did not eoneem individual choiee 
- money demand per se. Instead, the 19th eentury quantity theory of 
money tradition, which eulminated in Fisher (1911), eoneentrates on 
market equilibria by means of the following simple identity 

MV == PT, (2.1) 

where M is the quantity of money, V the velocity, P the priee level 
and T the volume of transaetions. Velocity, T/(M/P) was thought to be 
determined by institutional and teehnologieal faetors and thus to be 
eonstant. The Cambridge eeonomists relaxed the eonstant veloeity 
assumption and emphasized that the veloeity would be affeeted by 
foregone "investment ineome", i.e. interest earnings. 

Keynes' seareh for a simple model led him to distinguish three 
motives for holding money: transaetions, preeautionary and 
speeulative. Payments that eannot be eonsidered as regular and 
planned are paid with money that is held for preeautionary reasons. 
The speeulative demand for money arises from the eost of holding 
money rather than other assets. 

2.1 Transaction Demand for Money 

Baumol (1952) and Tobin (1956) developed an inventory approaeh to 
the demand for money. Baumol (1952) abstraets from the speeulative 
and preeautionary demand and eoneentrates on the transaetion demand. 
The transaetions are perfeetly foreseen and oeeur in a steady stream. 
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There are two assets in the economy - money and an interest
bearing asset. The value of transactions in one period is Y, the demand 
for cash is M and the interest rate r. Each time the agent withdraws 
cash M he has to pay a "broker's fee" b. Thus, he makes YIM with
drawals over the course of a year, at a total cost in broker's fees of 
b Y/M. Because he spends the money at a steady rate, his average cash 
holdings are M/2 and thus the cost of holding money is rM/2. The 
total costs are then 

bY rM 
-+-. (2.2) 
M 2 

The first order condition for minimizing total cost with respect to M 
yields 

bY r 
--+-=0. 

M 2 2 

The transaction demand for money is therefore 

(2.3) 

(2.4) 

The transaction elasticity is thus 1/2 and the interest elasticity -1/2. 
Tobin (1956) found that the interest elasticity was not constant 

because of teh integer restriction on transactions. The possible 
outcome was that agents do not hold money at all. Goldfeld and 
Sichel (1990) found that under the altemative assumption of a 
proportional broker's fee there may be non-constant interest and 
income elasticities. 

Miller and Orr1 (1966) presented a stochastic version of Baumol's 
(1952) inventory approach. There are only two assets in the economy 
- money and an interest-bearing bond, whose "marginal and average 
yield is r per dol1ar per day". Transfers between these two assets may 
take place at any time at a constant marginal cost of b per transfer. 
Transfers may be regarded as taking place instantaneously. The net 
income flow is assumed to be stochastic, fol1owing a Bemoulli
distributed random walk without drift. Thus, over a long interval of n 

1 Pesola (1987) simulated the cash management of a firm using the Miller-Orr approach. 
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days, the observable distribution of changes in the cash balance will 
have mean Jln =ntm(p -q) and variance cr~=4ntpqm2, where t is the 
number of transactions per day, p is the probability of an increase in 
cash balances of m dollars and q = 1 - p is the probability of a 
decrease in cash balances of m dollars. Tney also assume ihat p = q = 
1/2, so the changes are symmetric. The mean of daily changes is then 
Jl = 0 and the variance cr~ = nm2t = ncr2 . 

n The firm seeks to minimize the long-run average cost of managing 
the cash balance by means of the following poliey: "The cash level is 
allowed to flow freely until it reaches either the lower bound, zero .. or 
an upper bound, h, at which times a portfolio transfer will be under
taken to restore the balance to a level of z". The firm minimizes the 
expected cost with respect to ~ and z. The expected cost per day of 
managing the firm' s cash balance over a finite planning horizon of T 
days can be expressed as 

E(C)=bE(N) +rE(M), 
T 

(2.5) 

where E(N) is the expected number of portfolio transfers during the 
planning period; b is cost per transfer; E(M) is the average daily cash 
balance; and r is the daily rate of interest. . 

The average time interval between transfers is D(z,h) = z(h - z). 
Thus the first term on the right-hand side of (2.5) approaches 1/D(z,h) 
for large T. The mean of the second term of (2.5) the long-run average 
cash balance in terms of z and h, is (h + z)/3. Combining the previous 
results, the problem can be written, defining Z = h - z, in the form 

. E(C) =b m
2
t Z +2z mm -+r--. 

z,z zZ 3 
(2.6) 

The first order conditions yield the optimal values 

-- [3bm t J/3 
z*= --

4r 

(2.7) 

and 

Z* =2z*· {:::=:} h* =3z*. (2.8) 
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The optimal retum point z * = (1/3) h * lies to the left of the midpoint 
of the interval [O,h]. 

The long-ron average demand for money by firms can be written 
as 

* = 4(3bm2tJ3 = 4(3b 2)/3 m --- --0' 
3 4r 3 4r 

(2.9) 

The variance term, ~, is the observable variance of daily cash flows. 
The empirical contribution of Miller-Orr is that their model yields 
dear parameter restrictions on the transaction demand for money. The 
interest rate elasticity is -1/3 and the scale/transaction elasticity is 1/3 
if transactions are measured in transaction units (dollars) and 2/3 if 
transactions are measured by cash flow variance. 

2.2 Interest Rates - Result of Portfolio 
Approach 

Tobin (1958) applied portfolio analysis to the demand for money. In 
his model, the agent allocates his wealth between a riskless asset and a 
risky asset. The yield of the risky asset is greater than that of the 
riskless asset. The optimal portfolio for a risk -averse agent is found by 
maximizing expected utility. The portfolio depends on the agent' s 
wealth and the expected yield and variance of the risky asset, i.e. on 
the probability distribution of the retum on the risky asset. In the 
multi-asset case, the demand functions depend also on the covariances 
of the asset retums. 

The analysis implies a negative interest rate elasticity, which is the 
main econometric result of the model, which also provides a 
rationalization for Keynes' liquidity preference hypothesis. 

The problem is that money is not a riskless asset, in real terms. If 
there exist any riskless assets that have a positive yield (like a savings 
account), then there is no demand for non-interest bearing cash. The 
character of the model motivates the use of the transaction approach. 

Tobin (1958) also rationalized the Keynesian speculative demand, 
in which portfolio-holders expect that interest rates will rise. They will 
hold money and in order to avoid capital losses on bonds. 

According to Friedman (1956) money is also a form of wealth. It 
is an asset that yields a flow of services to the holder. He emphasizes 
the substitution -between money and assets other than bonds. He feels 
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that other forms of wealth, like physical capital, should also be take 
into consideration. He suggests that the yield on physical capital can 
be measured by the inflation rate. 

2.3 Combining Approaches 

Ando and Shell (1975) present a two period consumption-savings 
model, where agents have three assets: one risky, equity E, and 'two 
riskless, money M and savings account S. The riskless assets have 
yields rm (on money) and rs (on savings accounts). The return on 
equities, r e and inflation, ~, are stochastic. Agents maximize 
expected utility. 

The model allows for transaction costs in exchanging money for 
other financial assets. Ci is consumption in period i. The transaction 
process is described by the transaction cost function T(M,C1). First 
period consumption, Cb does not depend on portfolio decisions. Let W 
be the amount of initial assets. First period prices are set at one. When 
the following identities apply 

E e = 
W-0.5C1 

S 
S = 

W-0.5C1 

M m 
W-0.5C

1
' 

the second period consumption is 

(2.10) 

The form of the utility function is U(C1,C2). Hence, 

N ote that e + s + m = 1. The agent maximizes the expected value of 
u* over the distribution <l> (re,W with respect to e, m and s. The 
problem is then -
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max V, 
e,m 

where 

V=E{ U[ W-C1 +(W-0.5C1){ere +(l-e-m)(rs -W +m(rm -W} 

-T((W -O.5C1)m,C1)]}. 

The first order eonditions are 

oV 
-=E{(W-O.5C1)[r -(r -W1U'} =0 oe ...l1. s 

and 

Inflation eaneels in the seeond equation, and thus we obtain 

(2.12) 

T M stands for the partial derivative of T with respeet to M = m(W -
O.5C1). Aeeording to Ando and Shell (1975): "It should be interpreted 
as the marginal reduetion in transaetion eost as money holding is 
inereased by one". We ean assume that on the left-hand side of (2.12) 
W - 0.5C1 -::f::. 0 and E(U') -::f::. O. Thus equation (2.12) ean be simplified 
as 

(2.12) 

The demand for money is then a funetion of eonsumption Cj and the 
differenee in interest rates rs - rm• Ando and Shell (1975) emphasize 
that " ... the division of W into E and M + S ean be eonsidered almost 
independently of the demand for M, exeept in as far as the demand for 
M determines rs' and rs affeets the division of W between E and M + 
S". They also derive ~e exaet eonditions for this property of the 
mode!. 

The problem with the Ando-Shell model is that it assumes that Cj 

is determined independently of the portfolio deeision. Money demand 
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is detennined by a yield-transaction cost tradeoff with no allowance 
for risk. Baba, Hendry and Starr (1992) extend the model on the 
assumption that there is a capital market imperfection, II characterized 
as a spread between borrowing and lending rates available to a typical 
wealth holder" (pp. 27). 'Vitli tI-Iis assUlliption, they can break the i~ -

rm relation2
• This property of the Ando-Shell model can be mis

leading, because financial innovations and deregulation have given us 
a menu of financial assets that combine the portfolio and transaction 
features. 

In their survey for the New Palgrave Dictionary of Economjcs, 
McCallum and Goodfriend (1987 and 1988) analyze an economy 
which has three assets: money, bonds and capital. They examine 
household behaviour under certainty and uncertainty. Households 
maximize their intertemporal utility. The utility function inc1udes 
consumption C and leisure time l as arguments. Thus, it can be written 
in the following form 

(2.13) 

The model inc1udes the following assumptions 

The utility function u is well-behaved, so that umque positive 
values will be chosen for Ct and lr 
The household' s production function is first degree homogeneous 
with capital and labour as inputs. 
Labour is supplied inelastically, implying a production function of 
the form Yt = j(kt-1), where k is stock of capital. 
j(.) is well-behaved. 
Capital is unconsumed output with the same price as the 
consumption goods and a rate of retum ofj'(kt). 

Households also have money m = M/P, bonds b, with yield R, and 
capital k. Shopping is done during the shopping time s, which is 
subtracted from leisure time l=.1 - s. Shopping time depends 
positively on consumption and negatively on money: 

2 In this study, as we see later, we cannot test or utilize the hypothesis rs - r m' because 
there is no good measure availble for r m" 
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(2.14) 

Vc >0 and "'~<O. To write the household's budget constraint we 
define ht =B/Pt, vt as the real value of lump-sum transfers from 
government and 1tt =(Pt - Pt-1)IPt-1 as the inflation rate. The budget 
constraint is 

(2.15) 

Maximizing utility (2.13) under certainty subject to shopping time 
(2.14) and budget constraint (2.15), the model implies that 

(2.16) 

which does not c10sely resemble the results of the previous models. 
The model also implies the following more traditional form of the 
demand for money. 

(2.17) 

The only factors affecting money demand are Pt, et and Rt. The model 
applies both the portfolio and the transaction approaches. It can be 
shown that L(') is increasing in et and decreasing in Rr 

The next step of McCallum and Goodfriend (1988) is to introduce 
uncertainty into the model. The household is assumed to know the 
current values of Pt, Rt and Vt' but only the non-degenerate probability 
distributions of their future values. There is also uncertainty in 
production. The marginal product of capital f'(kt) is viewed as random. 
If the analysis is made more complex, no c10sed form solution 
analogous to (2.16) will exist. Fortunately, "according to our model, 
the relationship of M/Pt to the transaction and opportunity-cost 
variables is invariant to changes in the probability distribution of 
future variables" (McCallum and Goodfriend 1987, p. 9). 

They also vary the model by assuming that money is measured at 
the start of the period. The resulting feature is that Mt+/Pt is related to 
Rt, planned et and P /Pt- 1• "The fundamental nature of the relationships 
are, however, the same as above" (McCallum and Goodfriend 1988, 
pp. 18). An e1astic labour supply would imply real wage as an 
additional argument in (2.17). More generally, one ·can increase the 
number of variables in (2.17) by adding other relevant margins of 
substitution to shopping time requirements. One example might be 
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inflation, which enters into the relationship if stocks of commoelities 
held by households are added. Relation (2.17) would be lost if the 
intertemporal utility function (2.13) were not time-separable. 

2.4 Demand-systems Approach 

Money demand studies have benefited very much from consumer 
demand studies. To a certain extent, money can be considered as a 
good with an interest rate as its price. In the demand-systems appro'ach 
one "derives a set of demand functions for liquid assets from a more 
general framework in which the representative household maximizes 
an intertemporal utility function defined over commodities, money, 
leisure and financial assets, subject to an appropriate intertemporal 
budget constraint" (Fisher 1989, pp. 80). 

In the following example, we postulate a elirect utility function at 
time t of the general form 

where we assume weak separability between monetary assets and 
consumer goods. The parameters xit are different assets. The utility 
function is maximized with the following the constraint. 

m 

L 1tit X it -Mr =0, 
i=1 

where 

- -

P i * is the expected price of the asset with yield ri and Rt · is . the yield 
on a benchmark asset. As the next step, we obtain the indirect utility 
function 

g(v1,···,vn), 

where 
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and m is the quantity of the benchmark asset. 
Mter applying Roy' s identity, one can move from estimation of 

the indirect utility function to estimation of elasticities of substitution 
among the assets. The estimation usually employs the translog 
approximation. 

2.5 Econometric Implications 

In econometric work, one can rarely estimate directly the equations 
derived from theory. There are several reasons for this. Generally, as 
we have seen above, the theories are far too simplified compared to 
the complexity of the real world. They focus on special issues and do 
not even attempt to answer a1l questions or to describe the system3 as 
a whole. Por example, the inventory theoretic approach concentrates 
on the transaction motive for money demand while ignoring the other 
issues. 

The theories do not specify the functional forms of the 
relationships they describe, although they sometimes inc1ude certain 
assumptions about derivatives etc. At times, questions concerning 
dynamies . and uncertainty, which are very important in empirical work, 
are fo~gotten. In the next chapter, we derive the dynamics of the 
demand for money. 

The theory does provide aIot of useful insight for econometric 
study. It helps to structure °econometric work. Theory provides a set of 
factors that influence money demand. If a general framework is 
applied in an econometric study, the restricting hypotheses derived 
from economic theory can be tested. 

According to the theoretical models above, the demand for money 
depends on the price level, transactions, opportunity cost of holding 
money and the own-yield on money. Price elasticity is positive - in 
empirical studies usually equal to one, which means that real money is 
the interesting variable. Transaction elasticity is considered to be 
positive, as is the own-yield elasticity. The opportunity cost elasticity 
should be negative. 

3 The problem studied is assumed to be orthogonal to the rest of the economy. 
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M = f(P, T, R, RM ) (2.18) 
+ + + 

The model presented by MeCallum and Goodfriend (1989) implies 
most of these stipulations. The Ando-Shell (1975) model clarifies the 
relationship with respeet to the own-yield of money. These models 
also have solid mierofoundations. When modelling reality, households' 
and firms' demand for money are mixed - not separated. This ~so 
disturbs the testing of the hypothesis beeause some theories deseribe 
the money demand of households and some the money demand of 
firms. 

The hypotheses and claims, given by the theories, eould hold in 
the long runo The testable restrictions eould be the following: The 
quantity theory of money presents a hypothesis about the veloeity of 
money. An interesting restrietion is whether it is stable or not. The 
empirieal eounterpart to stability is stationarity. As Goldfeld and Siehel 
(1990) write, " (Price) Homogeneity of money demand, at least in the 
long run, is generally presumed to be a feature of any well-speeified 
money demand funetion". The inventory approaehes produee testable 
restrietions on ineome and interest rate elasticities. Ineome elastieity 
should be 1/2 aeeording to Baumol's model and 1/3 aeeording to the 
Miller-Orr model. Baumol's model put a restrietion on the _ eonstant _ 
term also: it should be 2. Aeeording to Ando and Shell (1975) the 
interest rate elastieities should be equal with opposite signs. Inflation 
eould be an opportunity eost of money. 
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3 Dynamic Behavi9ur of 
the Demand for Money 

Consumer demand studies also provide guidance regarding the 
dynamic behaviour of the demand for money. Once one has an idea of 
which factors affect the stability of the static demand for money, it is 
important to c1arify the dynamics involved. 

The infinite dynamic 10ss function is a common tool for analysis 
of the demand for moneyl. The economic agent is assumed to 
minimize the discounted sum of future expected 10sses generated by· 
the difference between actual and desired money balances and the 
adjustment of money balances. The 10ss function at time t is usually 
presented in the following form 

L t= t·ös[A1(mt+S 
-m;+s)2 + (mt+s -mt+s_1)2 

s=O (3.1) 

where m * is the ' desired' or optimal steady state level of money 
balances in the case of no adjustment costs and m is planned money 
balances. At this stage of the study, we do not make any explicit 
assumptions - other than those of a stochastic nature - as to how the 
process is determined. The agent suffers 10sses when the planned and 
desired levels of the money balances are in the disequilibrium. The 
second component reflects the adjustment cost of changing money 
balances. Ö is a discount factor (0 < Ö ~ 1) and the magnitudes of the 
cost parameters, Al'~ > 0, affect the evolution towards the steady 
state. Immediate adjustment is non-optimal unless A1 approaches 
infinity. We have normalized on the second term. The agent is 
assumed to choose a money balance sequence {m t } ;=0 that minimizes 
L t, conditional on information available at time r. 

1 See, for example, Kanniainen and Tarkka (1986) and Domowitz and Hakkio (1990). 
Labour demapd is the most common application of the dynamic optimization framework. 

2 The information set II consists of all factors dated at time t or earlier. 
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The first order condition (exc1uding the transversality condition) 
can be obtained by differentiating3 L with respect to xt+s. The result 
generates a second order difference equation of the fonn 

(3.2) 

This can be written in tenns of the lag operator L as 

Factoring the left hand side, we obtain 

(3.3) 

The roots of the characteristic equation, ö~P-(l +ö+Al)~+l =0, are 
positive and lie on either side of unity. ~1 in (3.3) represents the stable 
root. We may then describe the optimal policy at t as 

3 The firs~ order condition of dynamic programming problems of the form 

sup E P'F(xt,xt+1) 

(X"l}~" t=O 

S.t. X
t
+1 E r(xt), t=0,1,2, ... 

given XoEX 

is 

t=0,1,2, ... 

See, for example, Lucas and Stokey (1989). So in our case, when Lt = E:a ellt' we write 

alt alt+1 the f.o.c as __ +3 __ =0. 
amt+s amt+s 
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Xt = Jl1Xt-1 - Jl/1.1 (A2 -1) L (ÖJl1rmt:s' 
s=O 

mt: s can be replaced by its expectation fonned at time t. From the 
characteristic equation, we know that Jl/1.1 = (1 - Jl1)(l - ÖJl1) and thus 
we can obtain 

Am, = Å,2Am; + (1 - 11'){ Å,2m,:, - m,_, + (1 - 011,)( 1 - A.,) t, (OI1,)'m,:,} (3.4) 

The partial adjustment model can be achieved by setting A2 = 0. 
Equation (3.4)' incorporates forward-looking behaviour. The adaptive 
adjusting mechanism is generated through the adjustment costs. One 
can, of course, criticize the quadratic adjustment cost approach and 
the underpinnings of the objective. The approach could be extended, 
as in Nickell (1985 and 1986), toward greater disaggregation. The 
different components of money holdings might have different 
adjustment costs. This issue is taken up later in the discussion of the 
empirical variables. In some cases, the adjustment costs of money 
holdings may not be symmetric. 

To estimate (3.4) we must specify the sequence of the future 
expected target variables mt: s' The cost parameter, ~, can be set to 
zero without destroying the error correction fonn (Nickell, 1985). 
Making an assumption about the equation of motion of mt *, one can 
reach the error correction fonn presented, for example, in Engle and 
Granger (1987). Nickell (1985) gives an example (No. 3) wheremt : s 

follows a kth order autoregressive scheme with a unit root and drift. 
We may then write the equation defining mt: s in the fonn 

k-2 

mt:s =y(s)g +mt:1 + L Yi(s)f1mt:i· 
i=O 

When we substitute this into (3.4) we obtain 

The model is in the error correction fonn even if we set A2 =0. The 
lagged difference of mt can be obtained if mt: s also has a moving 
average error. In the error correction fonn, the money changes are 
detennined by the deviation between the desired and actual levels of 
money holdings (error correction tenn) in the previous period and the 
(lagged) changes of the determinants of desired money holdings. 

An altemative approach to m * is to avoid specifying it and to 
concentrate on the direct estimation of the first order condition (3.2). 
In the case of A2 =0, the equation (3.2) reduces to the fonn 
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Am, = (l -Il,)( 1 - A.,)( 1 - Öf11) (~ (ÖIl,)"Y(s))g 

+{A., +(l-f11)(1-A.,)(l-ÖIl,)~ (ÖIl,)'Yo(s))}Am; 

k-2 00 

+ it {(1-A2)?; (Ö~l)sYi(S) )}Llmt: i 

where the first term of the right-hand side can be replaced by its 
expectation conditioned on the present information, delta ÖE(Llmt+1IIt). 

The intertemporal 10ss function approach gives us theoretical 
insight into the dynamies of money demand. In the application above, 
we have made some implicit assumptions about the exogeneity of the 
factors affecting money demand. The one and only endogenous 
variable is money itself. All other variables are assumed to be 
exogenous. The model should be extended in a one way or another to 
accept the endogeneity of the whole system, when the equation of 
motion of mt * consists of some of the determinants of m *. 
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4 Foundations of V AR 

Instead of app1ying the results of the previous chapter, one can 
consider the forward-100king 10ss function as the economic reasoning 
behind the error correction mechanism. In macroecometric applica
tions, the error correction approach is often well-suited to the data. In 
this chapter 1 follow the usual procedure for deriving the linear vector 
autoregressive (V AR) model. The V AR mode1 makes it possib1e to 
introduce a minimal number of a priori restrictions on the econometric 
model. Thus, we avoid making any strict exogenous assumption by 
modelling each variab1e.1 The disadvantage is that the number of 
parameters increases rapidly as the system is expanded, with the 
resultant 10ss of degrees of freedom. Another consideration is that the 
set of variab1es is chosen according to the specific economic prob1em 
at hand - here, money demand. Hence, we know beforehand that 
some equations are probab1y misspecified, at 1east in the economic 
sense. This can cause prob1ems in estimating the structural equations. 
However, this prob1em cannot be avoided in any econometric 
procedure. , 

One of the main concerns in using V AR, however, is to interpret 
it as a reduced form of a dynamic structural econometric mode1 
(DSEM) - the traditional simultaneous equation model. The focus here 
is on V AR with error correction, i.e. some variab1es are assumed to be 
non-stationary and to cointegrate. An analytical description of the 
stationary case is presented in Monfort and Rabemananjara (1990); 
Hendry and Mizon (1990) describe the main features of the caSe of 
cointegration, and Juselius (1992) extends the analysis. 

Hendry and Richard (1983) and Juselius (1992), for examp1e, 
derive linear vector autoregression from the following assumptions. 
They first, assume that the observed data are realizations of a sequence , 
of p dimensional random vectors Zt = {Zl""'Zt}' from the joint density 
function D(z1,,,,,zT1Zo,9). Parameter vector 9 is finite dimensional, 
9 E 8, Zo is a matrix of initial conditions. Since the realizations are 
sequential, process D(') can be factored as 

T 

D(Z)Zo,9) = II D(ztIZH ,Zo,9). 
t=1 

1 One should keep in mind that even in a simple regression model each variable is 
"modelled" as a sum of products. In a VAR model each variable is modelled explicitly. 
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The next step on the way to the V AR model, is to assume the 
normality (4.1), independence (4.1), homoscedasticity (4.3), linearity 
(4.2) and truncation (4.2) of the conditional process: 

where 
k 

Ilt = E(ztIZt_l'ZO,8) = L IIizt_i, 
i=1 

When we combine (4.1) and (4.2), we obtain 

(4.1) 

(4.2) 

(4.3) 

Et = Zt - E(z)Zt-l ,Zo,8) = Zt - Ilt which is white noise relative to Zt-l 
and ZOo The predictions are thus unbiased. We finally arrive at the 
VAR model: 

k 

Zt = L A 1t-i+ Et' Et~NID/O,L). (4.4) 
i=1 

Since we are also interested in the non-stationary case, we assume that 
the roots Aj of 

k 

I-LAiAi=O 
i=1 

satisfy lAji > 1, except for p - r of them which are equal to 1. Thus 
the process Zt is non-explosive. 

30 



Appendix: Some Definitions 

In the following simple example I repeat the definitions of the 
properties of trending variahles2

• The stochastic process Xt 

where et-NID(O,a2
), can he decomposed into the (stochastic) initial 

value and impulse responses 

t 

X = X pt + ~ pie .. 
t 0 L.; t-l 

i=O 

(j2 
The process Xt is stationary, if -1 < P < 1 and Xo - N(O,--). 

1-p2 

If P = 1, 

t 

Xt = Xo+L ei 
i=l 

(4.5) 

(4.6) 

(4.7) 

and the process is non-stationary. A trending process is a non
stationary process that hecomes stationarity after differencing. The 
vector process Vt = [Yt Xt]' where 

(4.8) 

(4.9) 

is non-stationary, hut t,. V t is stationary. The process Vt is said to he 
trending. 

2 The example is adapted from the Sf1jren Johansen's lectures in Helsinki 1991. 
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[
Yt +Xt] 

We define Zt = , where Xt and Yt are defined above. The 
Yt-Xt 

parts Zlt and Z2t are trending or integrated. They have a common trend 
X~ and they are cointegrated, because Zlt + Z2t is stationary. Tne linear 
combination [l 1 ]Zt is stationary and the vector [l 1]' is called a 
cointegration vector. The degree of cointegration or cointegration rank 
is one. 

An error correction mechanism, ECM, is introduced in the 
following 

L1Zlt 

When the vector Zt = [Zlt Z2t] is post-multiplied by the vector 
[1 -Pl]' we obtain 

(4.10) 

The process Zl - ~l Z2 is stationary if -1 < 1 + <Xl - ~l <X2 < 1. If vector 
process (4.10) is multiplied by the vector [Uz -<Xl]' the result is 

Here, <x2Z l - <Xl Z2 is a random walk. Process Zt is a trending process, 
but its components are cointegrated by the vector [l -~l]" 

Process Zt has different representations. The error correction form 
is 

(4.11) 

The vector autoregressive (V AR) form is 
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5 Johansen's VAR model 

Voluminous empirical studies have not rejected the unit root 
l1ypothesis for behayiour for macroeconomic time series. It is generally 
useful to model macroeconomic times series as trending variables 
even if in the autoregressive representation the roots of the variables 
are near unity.l 

In this chapter, 1 present the FIML estimation within the V AR of 
the cointegration relations, the stable combination of the variables and 
ways to test the long run structural hypothesis. The presentation is 
based on the papers' of SS!Sren Johansen (1988, 1992) and Katarina 
Juselius (see, e.g., Johansen and Juselius, 1990). 

First we assume - as in 4.4 above - that Zt is a p dimensional 
V AR(k)-process 

A(B)Zt = et' t=I, ... ,T, (5.1) 

where A(B) = I p +A1B + ... +AkB k is a matrix polynomial, BZt = Zt-l 
and et - NID(O,'L). The number of equations is p. The residuals are 
independently and normally distributed. The residual covariance 
matrix, 'L, does not need to be diagonal. One can add deterministic 
variables, such as the constant !l and 1 centred seasonal dummies2 Dt, 

to the equation. When the lags are written explicitly, we obtain 

(5.2) 

The VAR model can be written as an ECM, as in equation (4.11), 
thusly: 

where r(B) = I;:ll r,B i, r k = II = -aW, a and ~ are p x r di
mensional matrices and r i = -lp + A1 + A2 + ... + Ai, i = 1, ... ,p - 1. The 
lag polynomial r(B) is like the lag polynomial A(B) in the previous 
equation. The kth coefficient r k is called the II matrix, which in the 
case of cointegration has a reduced rank, (rank(II) < p). Any reduced 
rank matrix can be presented as a product of two matrices. Thus, II is 

1 See Haldrup and Hylleberg (1991) for the near unit root analysis and Cochrane (1991) 
for the criticism of unit root tests. 

2 Centering here means that the sum of seasonal dummies is zero. 
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partitioned as a and f3'. Matrix p is called the cointegration matrix. In 
cointegration, a is called the matrix of loadings of the equilibrium 
errors of the linear combinations defined by p. 

The rank of the matrix n determines the number of cointegration 
vectors. Two special cases might occur. When all p components of Zt 

are stationary, matrix n has the full rank p. Thus, there are as many 
cointegration vectors (each containing unity in one component and 
zero in other components, e.g. [1 0 0 0]') as there are variables in Zt. 

When no cointegration exists between the variables in Zt' the matrix n 
has zero rank. Then all variables are integrated order 1, but there i~ no 
cointegration between them. In such a case, the simple V AR mode! in 
differences is the proper framework for empirical analysis. 

Changing notation (1 - B) = Ll, the model can be written as 

The original VAR model (5.2) can be expressed with the levels set to 
the lag t - 1. This parametrization is usually more attractive in terms 
of the economics. It is usually more natural to assume that the 
adjustment runs toward the next period than toward the kth period. 

Here n = -II + "k A. and r. = _("k-l A.). 
LJi=1 1 1 LJj=i+l J 

The connection between these two forms can easily be seen in the 
following example with two lags (k = 2). 

(5.5) 

(5.6) 

(5.7) 
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Equations (5.5), (5.6) and (5.7) are different forms of the same 
process. 

5.1 ML 'Estimator for Cointegration Vectors 

To find the maximum likelihood estimators of the parameters of 
model (5.4), we introduce the following notation 

(5.8) 

(5.9) 

(5.10) 

The first vector includes the dependent difference term; the second 
includes all the lagged differences of the variables on the right hand 
side, as well as the deterministic variables (constant, seasonal 
dummies, etc.). The lagged level terms are in the third vector. Thus 
model (5.4) can be written as follows: 

ZOt = rZlt + IIZkt + et' t = 1, ... ,T, 

where r=[r1 ... rk- 1 'P /J.] has dimension p x (P(k-1)+1+1) and 
vector Zlt has dimension p(k-1) +1 + 1. The term p(k-1) is the 
number of lagged differences, 1 is the number of centred seasonal 
dummies and 1 is constant. The moment matrix of the vectors Zit is 

T 

Mij = T-l''L Zi~/' (i,j =O,l,k). 
t=1 

Regressing ZOt on Zlt and Zkt on Zlt' we obtain the following residuals 

The matrices rand II are estimated by least squares. 
Johansen (1988 and 1992) has proved that the ML estimators of a 

and p can be obtained by solving the following eigenvalue problem 
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IAS11 -S10S~lSOlI = 0 <===> 

IAJ-S -1I2S S -lS S -1/21 = O. 
11 10 00 Ol 11 

where 

T 

Sij = T-1L R}?"jt ij =O,l. 
t=l 

(5.11) 

S11 represents The residual moment matrix from The least squares 
regression of Zkt on Zlt' Soo is The residual moment matrix from the 
least squares regression of ZOt on Zlt and SOl is The cross-product 
moment matrix~ 

The solution of The eigenvalue problem above generates 
eigenvalues ~1 > .,. > ~ The eigenvectors V = [1\ ... -0], which are 

~~ ~ p 
usually normalized V S 11 V = Ip ' The estimators of The cointegration 
vectors ~ are ~ = [-01", -0 r]' The eigenvectors corresponding to the r 
largest eigenvalues. Johansen (1988, 233-236 and 1992) shows that 
The ML estimator of The space spanned by ~ is The space spanned by r 
canonical variates reflecting The r largest squared canonical correlations 
between residuals Rot and R1t• 

It is important to note that we can estimate only The space spanned 
by ~, not The individual cointegration vectors. We can give economic 
interpretation to The cointegration vectors _ only after identification. 
Before that they are a statistical property of The data. 

Johansen (1988) derives two tests for The number of cointegration 
vectors. Technically speaking, we are testing The rank of II. The null 
hypothesis can be formulated as 

Bo : rank(II) :::; r or II = aW, (5.12) 

where a and ~ are The p x r matrices described on page 34. The 
likelihood ratio test for The hypo~hesis above is _ 

p 

-2ln(Q) = -TL ln(1- ~~, 
i=r+1 

where 'Å~+ 1""'~; are The p - r smallest squared canonical correlations 
- eigenvalues. The altemative hypothesis is now that The number of 
cointegration vectors is larger than r. This test is called The trace test. 
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The other test, which is called maximum eigenvalue test, "'max' tests 
the null hypothesis that the cointegration rank is r - 1 against the 
altemative that the rank is r. 

Ho : rank(II) = r-1 

The test statistic is the following: 

-2In(Q) = -Tln(l-1.}). 
r 

The distributions of the test statisties are non-standard. They are sort 
of "multivariate extensions of the Dickey-Fuller distribution". 
Asymptotic critical values of these test statisties are simulated by 
Osterwald-Lenum (1990) for p = 12 dimensional systems. There has 
been only some minor testing of the small sample properties of these 
tests. This3 indicates that the asymptotics cannot be reached very well 
if the number of observations is much less than one hundred. 

The determination of the cointegration rank involves a sequence of 
tests. Johansen (1991a) shows how to avoid the problems involved in 
such tests. He recommends using the trace test starting· from the 
hypothesis r = 0 and continuing until the null is not rejected. 

5.2 Identification of the Cointegration Vectors 

As was emphasized in the preceding section, we only estimate the 
space spanned by ~. Thus, the long run parameters ~ and a are 
computed under the following restrictions (as Juselius 1992, p. 8, 
points out): 

• stationarity, W Zt - 1(0), 
• orthogonality of ~j' W S 11 ~ = 1, which is, from the economic point 

of view, an arbitrary way to norrnalize ~, 
• ordering given by the maximal canonical correlation between the 

stationary and the non-stationary part of the model, with given 
lagged differences. 

These restrictions guarantee that the model is identified in a statistical 
sense. From the economic standpoint the model is not identified -

3 The simulations unfortunately have not yet been published. 
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cointegration vectors can have many different economic interpretations. 
We can, for example, give a "money demand" interpretation to several 
cointegration vectors. To obtain the economic interpretation, we can 
relax the last two restrictions. 

The usual way to interpret ~ is to partition Zt to two components 
such that ~ = [I

r 
~']'. So the identity part reflects "endogenous" 

variables Yt to be explained by "exogenous" variables Xt. What is 
usually overlooked is that the process xt should have the property4 

(5.13) 

From (5.13) it follows that Xl contains all the non-stationarity (common 
trends) of Zr Thus, one should keep in mind the above property and 
avoid mechanical adoption of the partition. 

The identification problem is similar to the identification of 
simultaneous equation models. Johansen (1992) gives the formal 
presentation of identification of cointegration vectors, which can be 
applied to any system of linear equations. For each cointegration 
vector we formulate restrictions, Hi (px(p -k) matrix), such that 
each <I>., satisfies 

I 

The - same restrictions can - be-- formulated with the help of 
R. (pxk. matrix). The connection between these two is defined as 

I I 

Hi = Ril. (so H/Ri =0); thus, 

The restricted ~-space has the form 

and the necessary and sufficient condition for the first equation to be 
identified is 

rank(R'1~2, ... ,R'1<I» =r-1. 

He also formulates the theorem (Johansen, 1992, p. 4): 

4 See Saikkonen (1992), who also derives the test statistics for the hypothesis. 
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Theorem 1 The restrictions Hl' ... ,H
r 

identify the first equation iff 
rank (R'IH. , ... ,R'IH. )'~ k, 

11 Ik 

for any set 1 <iI <···<ik ~ rand k= 1, ... ,r-1. 

Thus the system is not identified if, for example, R' lHi = 0 for 
i = 2, ... ,r. Summarizing: 

"Hence it is not possible by taking ·linear combinations of, for instance, 
cI>2, •.. ,cI>r to construct a vector which is restricted in the same way as 

<1>1 and in this sense could he confused with the equation defined by <1>1" 
(Johansen, 1992, p. 3). 

5.3 Granger Representation Theorem and 
Moving Average Representation 

The Granger representation theorem5 guarantees the invertibility of the 
V AR model to the vector moving average model in the case of 
cointegration. Stationarity is normally needed for the invertibility. 
Johansen (1991b) formulates the theorem as follows: If Zt follows the 
process described by equation (5.4) and 

II =aW, 

where a and ~ are p x r matrices with rank of r and 

a' .1 'P~ .1' 

where 'P =A
I 
+2A2 + ... +kAk has a full rank of p - r anq a.1 is 

orthogonal to the matrix a, then Zt has a moving average of the form 

Henceforth, we let 

5 The carefull reader will recognize that this is a multivariate extension of the Beveridge
Nelson decomposition. 
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When C1(B)=(C(B)-C(1))/(l-B) and C(B)=C+(1-B)C1(B) the 
process Zt has an moving average form 

t t 

Zt =zo +C:E ei + 'tt + C(B)cI>:E D i +C1(B)e t (5.14) 
i=l i=l 

The matrix C tells how the cumulative residuals of the each equation 
(random walk term :E;=l ei in (5.14)) of the VAR system affect :the 
levels of the variables, i.e. how the cumulative economic shocks6 are 
spread over the system. The non-orthogonality of the residuals creates 
difficulties in interpretation. Differences between residual variances 
also cause a problem in scaling the components in C. 

Stock and Watson (1988) call a' .LL;=l Ei + a'.L!-U the common 
trends in the system. The common trends are the linear combinations 
of the innovations that form the random walk component of the 
system7

• They are the driving force of the system. 

5.4 The Role of the Constant 

Jn a difference equation of the form of (5.4), the constant has an 
important role. If it is non-zero, the level process has a linear trend. 
The constant can be restricted to the cointegration relation and thus 
avoid the existence of linear trend. If the model has a linear trend, the 
test statistic for the rank of II has a different asymptotical distribution. 

The constant term of the difference model can be partitioned 

where Bo = (a'at1a'/-1 is an rx 1 vector, which describes the "constant 
tenns" within the cointegration vectors. (X,.l is a px(p -r)matrix with 
full rank. 'Y = ( a' .L a .Lt 1 a'.L/-1 is a (p - r) x 1 vector that describes the 

6 Here we assume that cumulative shocks can also be interpreted as economic shocks. 
Then, of course, the model must be the real data-generating process. However, the 
residuals - shocks - are, in practice, model-specific. 

7 See, for example, Paruolo (1992) and Englund et al. (1992) for further discussion of 
common trends and their interpretation. ; 
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slopes of the linear trends. If the models do not have linear trend, 
aJ..Y=O and Jl=a~o and one can write aWzt _1 +Jl from (5.4) as 

where Zt = [z't 1]' abd ~ = [W ~o]" (Johansen, 1991c and Juselius, 
1991a) 

To test the cointegration rank: and the existence of linear trend one 
can use the following approach suggested by Johansen (1991a). In 
each null hypothesis T is the trace test statistie in the case of linear 
trend and T in the absence of linear trend, both having the subscript r. 
In the two (p = 2) dimensionaI case, the test procedure is the 
following: 

no trend trend 

n 

n 

The null hypothesis is rejected only if all the previous hypotheses have 
been rejected. (For example, Cr is the criticaI vaIue and a the 
significance level.) 

{f=1, no trend} ={To*>Co*,To>Co,Tt~Ct} 

{f=l, trend} = To*> Co*,To> Co' Tt > Ct,T1 ~Cl} 

The probability of a correct decision approaches 1 - a asymptoticaIly. 
(Johansen, 1991d) 

5.5 Testing Structural Hypotheses 

The cointegration vectors can be identified by means of restrictions, 
which are usually interesting from an economies standpoint. An 
example of such a hypothesis might involve a cointegration vector that 
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is known a priori. This could be a hypothesis of stationarity. The 
cointegration space would be in the fonn 

10 .1. *1 V .,. 

0 * * 
p 1 * * 

0 * * 

0 * * 
r 

Another common situation might involve a variable that does not 
belong to the cointegration space at all, restricting some components 
of P to zero. 

* * * 

* * * p 
0 0 0 ... 

'. 

0 0 ... 0 
r 

One can also test restrictions on relations between components of the 
same vector, but not different vectors, i.e. cross-equation restrictions. 

Johansen (1988 and 1990) has fonnulated different types of 
restrictions as follows: 

The altemative hypothesis of q -~ is fonnalized in equation (5.12) -
no restriction exists. In the first type of hypothesis (H 1) the same 
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(p - s) restrictions are placed on all r cointegration vectors, by means 
of design matrix. H 1• The hypothesis can be stated as sp(H1) C sp(P). 
According to Johansen (1988, 239) the test statistic is asymptotically 
X2 distributed with r(p - s) degrees of freedom. One can easily apply 
the test to the exc1usion hypothesis (exc1uding a variable from the 
cointegration relations) or to the homogeneity hypothesis (similar to 
price homogeneity in demand for money studies). 

The second hypothesis, H2, means that one knows a priori r1 of 
the r cointegration vectors. These known vectors are presented in 
design matrix. H 2• The other r2 relations ('1') are estimated freely. The 
hypothesis is sp(H2) C sp(P). The test statistic (Johansen and Juselius 
1990b, 20) is asymptotically X2((P -r)r1) distributed. This method can 
be applied e.g. to the stationarity tests. 

According to the third hypothesis, H3, the first r1 cointegration 
vectors (<p) are restricted by means of the design matrix. H3• The rest 
of the cointegration vectors ('1') are estimated freely. The hypothesis is 
dim(sp(p)n sp(H3))';?r1• The test statistic (Johansen and Juselius 
1990b, 23) is asymptotically X2((P -s - r

2
)r

1
) distributed. These 

restrictions are like the those above, but they are applied to the 
subspace of p. This makes the test easy to apply to economic 
restrictions. The third type of hypothesis can be extended, for example, 
so that each cointegration vector has a set of restrictions of its own. 
The altemative in these cases is as above, formalized in equation 
(5.12). The hypothesis could be written as (H1<P1' ... ,H/Pr). This is a 
very attractive way of testing for (over)identification of the 
cointegration space. 

5.6 Weak Exogeneity and Partial Analysis 

A variable is weakly exogenous8 with respect to a parameter if the 
inference can be conditioned on the variable of intere,st without losing 
any information (Mills 1990, 290). Johansen (1990) proposes a way to 
test weak exogeneity of Zt with respect to long run parameters a and 
p. The hypothesis is stated as 

8 The definitians af the classes af exageneity, as presented in Engle, Hendry and Richard 
(1983), are given in the appendix af this study. 
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It is easier to carry out the test procedure using the matrix 
B (px(p -m)), \vbich has the property B'A =: O. Then the hypot..lIesis 
H4 can be written in the form B'a = O. One can apply the test, for 
example, to the exogeneity assurnptions, to test whether a row of a is 
zero. According to Johansen and Juselius (1990b, 200) the test statistic 
is x2(r(p - m)) distributed. 

Johansen (1990, 4-12) also proves that if b'a = 0, then b'l1zt is 
weakly exogenous with respect to parameters a and p. In regard to 
weak exogeneity, no efficiency loss is suffered in estimating p. if 
some variables are weakly exogenous with respect to long run 
parameters, one can condition the model to those weakly exogenous 
variables. For example, if we define Zt = [Yt xJ, where Xt is the vector 
of weakly exogenous variables, the model (with two lags) would be as 
follows: 

(5.18) 

So, instead of modelling x explicitly, we condition the system on it 
and thus add the present changes, Axt, to the equation. However, this 
exogeneity with respect to long run parameters a and p does not 
guarantee weak exogeneity with respect to short run parameters r. 
However, these possibilities help us to use quite a large set of 
variables, when we, in the case of weak exogeneity, can analyze only 
partial systems. 

Johansen and Juselius (1990a) derive the test statistics for the 
hypothesis ~ = H1 n H4• The hypothesis is a joint hypothesis. 

The altemative hypothesis is the one which is formalized in equation 
(5.12), the unreElpicted case. When the restrictions have been ordered 
linearly any one of the previous hypotheses can serve as an altemative 
hypothesis if it has fewer restrictions (Johansen and Juselius 1989, 39). 
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5.7 The 1(2) model 

If the processes Zt and &t are non-stationary and fJ.?Zt is stationary, Zt 

should be differenced twice to get stationarity9. The process is 
integrated order two, Zt-1(2). The model (5.1) can be forrnulated as 

k-2 

~2Zt =ITzt-1 + r&t-2 + L <I>i~2Zt_i + et' t = 1, ... ,T. 
i=l 

(5.19) 

The lag of the first two terrns in the right hand side can be 
pararnetrized to any lag. 

Matrix II = aW has a reduced rank, p x r, as in the 1(1) case. The 
matrix a/.L r~.L = <1>11 also has a reduced rank, so that both <1> and 11 are 
(p -r)xs matriceslO

• Then the moving average forrn is 

Johansen (1991 d) shows that the space spanned by Zt can be 
partitioned into the r stationary direction ~s and p - r non-stationary 
~ect~on ~ .L~' ~e matrix ~.L can I also be parti~ioned. into the two 
drrections [~.L ~.L]' where ~.L = ~ .L (~ .L~.L) -111 has dnnenslOn p x s 1 and 
~~ =~.L11.L has dirnension pxs2, and Sl +S2 =p -r. 

The process W Zt 'can achieve stationarity only with a suitable linear 
combination of a differenced process &t. The linear combination ~ 1 Zt 

is stationary when differenced once and ~~ Zt when differenced twice 
(see also Juselius 1991b). It follows that: 

9 The process has two unit roots. 

10 Compare to the 1(1) case when a' .Lr~.L has a full rank. See also the Granger 
Representation Theorem. 
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Wzt - 1(l) 

~l'zt-l(l) 

~~'Zt-l(2) 
~l'&t-l(O) 
~~' ~2Zt - 1(0) 

{ W Zt + oo~~' &)-1(0), 

where oo=(a'at1a'r~~(~~'~~t1. We also know that~R1t-l(0), 
where R1t is Zt corrected by &t_1

11
• 

If r>s2' ~ can be partitioned as ~ = [~O ~1]. The dimension of the 
matrix ~o is then 'px(r-s2) and that of ~1 is pxs1. Matrix ~o = ~~, 
where ~ is orthogonal to 00. ~o describes the direction for which the 
process ~OZt is stationary itself. ~1 describes the direction for which the 
process W' Zt is stationary only in a suitable linear combination of the 
&t. Hence both sp(~) and sp (~.L) define non-stationary directions. The 
difference is that W Zt can be made stationary only in a suitable linear 
combination of &n whereas ~ l' Zt and ~~' Zt can be made stationary by 
simple differencing. In conc1usion, one can refer to ~ as a stationary 
space and ~.L as a non-stationary space. (Juselius, 1991b) 

The test of 1(2)ness is usually done simultaneously with the test of 
rank:(ll). With a test procedure one can define r,sl's2' 

11 One can utilize this property when investigating the I(2)ness of the data. 
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6 From V AR to Structural Models 

6.1 Identification 

Model (5.4) is repeated here. 

This is usually referred as the reduced form of the model. It is a 
statistical model of the data. The parameters are e = {a,~,rl' ... ,rk_l' 
Jl, 'P,L}. They can be partitioned into short run parameters e s = { a,r l' 
... ,r k-l'Jl, 'P,L} and long run parameters eL = { ~ } . 

The structural form can, for instance, be written as 

The structural parameters A, = {Bo, ... ,Bk,~,Jl,S,Q} can also be parti
tioned into short run parameters A,s = {Bo, ... ,Bk,b,S,Q} and long run 
parameters A,L = { ~ }. The parameters of the reduced form and the 
structural form are connected through the equations 

r. -1 i = l, ... ,k-l 
I 

Bo B i, 

a -1 
Bo Bk 

Jl 
B -lb 0 

L = B -lQB -1, 
o 0 

Model (6.2) can be written more briefly1 as 

(6.3) 

- f.V ' where B = [Bk B1 ... Bk-1] and fr = [1-' Zt-1 &t-1 ... &t-k+1] . B should be 
non-singular and the diagonal elements are generally assumed to be 
unity. 

1 For simplicity, the constant term 11, the seasonal dummies and the other deterministic 
variables Dl are left out. 

47 



To derive uniquely the short run structural parameters As from the 
short run reduced form -parameters Ss, one has to impose at least 
p(p - 1) restrlctions on the structural short run parameters. The long 
run parameters are the same in the reduced and structural forms. This 
is a very important point, as it means that the long run structure can 
be investigated separately from the short run structure and thus 
simplifies the analysis. The super-consistency of f3 makes2 it possible 
to handle e t-1 =Wzt-1 as any other stationary regressor, when deriving 
the asymptotic results. The tests of structural hypothesis of the long 
run parameters have been discussed in Chapter 4. As Hendry et q,l. 
(1988) state, the focus of analysis should be on the reduced forin. 
Stability of the parameters of the reduced form model should be 
carefully tested because all that follows in the analysis of the model is 
based on the stability of the parameters. 

6.2 Reducing VAR 

Hendry and Mizon (1990) classify model (6.1) as a closed model, i.e. 
one that is unrestricted and conditioned only on the lags, initial values 
and deterministie variables (such as constant or seasonal dummies). 
The open model is the system in which some variables are treated as 
valid conditioning, or exogenous, variables. According to Clements 
and Mizon (1990) a natural sequence to proceed from (6.1) is: 
dynamic simplification, Granger non-causality, exogeneity and, finally, 
structural economic hypothesis. 

Consider the present model (6.1) in the form 

k-1 

&t = L ri&t-i + aet_1 + et' 
i=1 

(6.4) 

where et =~' Zt. The constant and the deterministic variables are 
excluded in order to simplify the computation. We 'llso. partition vector 
Zt into Yt' which describes the basic variables of interest, Y tE R P1 and 
the determinants of yt,XtE R P

2 (P1 +P2 =p), (the possible candidates for 
exogenous variables): 

2 See Engle and Granger (1987), who examine a similar situation with Bo = Ip • 
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z, =[::]. t= 1, ... ,T. 

We can write model (6.4) as 

(6.5) . 

We can now test the hypothesis of strong exogeneity of the pararneters 
detennining Yt3, according to which 

(6.6) 

Hypothesis (6.6) can be tested using the Wald test. What follows is a 
general result (see, e.g. Saikkonen, 1991). We also restrict ourselves to 
the case where rank(<x)~r. Johansen (1989) and Boswijk (l991b) 
derive the LR and LM test statistics for the hypothesis <Xx =0. 

Assuming that Ho applies, we can derive the conditional model. 
First L is partitioned as was Zt and then (6.5) is left-multiplied by the 
matrix 

Thus, we obtain 

[

dyt -riUt] = ~-1 [r yyi r y.xi -rr XXi] [I1Yt-
i] + l<XY]e + [e yt -rext] (6.7) 

iU !=1 0 r . iU. 0 t-1 e 
t XX! t-! xt 

Designating ll t = eyt -rext ' we obtain 

3 See the definitions in the appendix to Chapter 4. 
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Because 

Et-NID(O,L), 

where ! = L - L L~L . Noting that {'I1 t}..L {E t}' we should point out 
yy ~x xy k 1 x 

that {'I1 t}..L{LUtJ (because L1xt=Li~l rxx~t_i+E). From equation 
(6.7) we thus obtain 

k-l k-l 

I1Yt = L r xxil1Yt-i + YL1xt + L fl~Xt_i +a/t-1 +'I1t' 
(6.8) 

i=l i=l 

where f i =r yxi - yr xxi(i = l, ... ,k-l). 
The structural form can be derived from this conditional V AR 

model as at the end of the previous section. 

k-l k-l 

CoI1Yt=L Cil1yt-i +Cit-l +L CiL1xt_i +V, vt-NID(O,A), 
~l ~o 

where 

r. = CO-1C
i
, 

1 
i = l, ... ,k-l 

ay 
= C-1C 

o k 

f 1 -Co- Ci' i =l, ... ,k-l 

This can be written briefly as 

(6.9) 
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where D = [Cr"Ck CO'" Ck-a and wt = [LlYt-l .. ·LlYt-k+l et-1 Llxt·.·Llxt-k+1]'. 

As above, Co should be non-singular and generally the diagonal 
elements are assumed to be unity. 

The model is now in the traditional simultaneous equation form 
with stationary components. The traditional results and diagnostics 
apply (see e.g. Hendry et al., 1988). 

Hendry and Mizon (1990) and Mizon and Clements (1990) both 
emphasize theVAR as an altemative hypothesis when testing· 
encompassing or over-identifying restrictions. They apply the notion of 
encompassing to the DSEM. The idea is to use VAR as a benchmark 
such that the·DSEM encompasses the VAR. They refer to model (6.3) 
as a closed system and (6.9) as an open system. They use the 
encompassing idea in comparing rival DSEMs. 

The aim of this chapter has been to present the connections 
between the unrestricted V AR model and the traditional simultaneous 
equation model in the case of non-stationary variables. The starting 
point was the unrestricted V AR, and the modelling procedure starting 
with the testing of Granger non-causality and weak exogeneity and 
ended with the over-identification restriction. The reason for this 
approach is to avoid possible misspecification due to incorrect 
identifying restrictions, which has been the main reason for the 
increased use of V AR models. Also, it was desired to maintain the 
easy interpretability of the structural models. The restrictions and the 
conditioning should always suit the data. 
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7 Testing Rational Expectations 

Tue first order condition (3.2) of the 1088 fUllCtiOll could be estiIDated 
directly to get estimates of the parameters of interest. To find an 
equation to be estimated, we exc1ude the last term from the dynamic 
loss function, Le. ~ = O. The condition (3.2) can thus be written in the 
form 

(7~1) 

To make the first term on the right hand side more applicable, we 
replace it with its expectation fMnt+1 +11t+1 =E(b..mt+1IIt) =EtfMnt+1• To 
make the problem stochastic we add the (forecasting) error term, 
which must fullfill the orthogonality condition and E(11 t+1) =0 if 
expectations are rational. 

The next step is to introduce the forcing variables mt* = P'Xt + Et of 
the Euler equation1

• Thus, the following equation would be estimated: 

(7.2) 

The error correction term can be written in the form 

-

[1 -Wl[~JWx,~e,. (7.3) 

A serious problem concerning (7.2) araises from the fact that the 
conditioning variables I t are correlated with the error term V t. Learning, 
among other things2

, might be one reason for this. E(b..mtllt) could be 
approximated with the instruments, which are the past values of fMnt 

and the target error term ei" The· number of the past values(lag length, 
k) could be determined empirically. Heteroscedasticity and 
serial-correlation-consistent standard errors could be achieved by the 
Hansen's (1982) Generalized Method of Moments estimator (GMM). 

The model (3.4) can be reparametrized as 

1 As these f.o.c. are called. 

2 See, for example, Wallius (1992), which gives reasons for residual autocorrelation in the 
rational expectations case. 
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.funt = (Jll-l)(mt_l-mt:l) + (1 - Jl1).E (OJl1)S.funt:S' (7.4) 
s=O 

when ~ = O. Conditioning the future realization of mt:s, S > 0 on the 
present information I t and using the definition of forcing variables, one 
obtains 

s=O 
(7.5) 

Campbell and Shiller (1987) propose a way to test the rational 
expectations restrictions of the model (7.5). Their idea is to set up a 
general V AR model for the stationary variables .funt and the target 
error et. They are re1ated as ~et=~~;~~~1X> Using this relation and 
the V AR model, the future values of p I1Xt of (7.5) can be calculated. 

Consider estimating a V AR presentation for .funt and et: 

[:}[:~~~ :~~~][~:}[:J (7.6) 

"-----
where a(L), beL), c(L) and deL) are lag polynomials of order k. 
Campbell and Shiller (1987) derive the non-linear restriction for the 
parameters of the V AR repres'entation and the Wald test of the 
restriction. 

Engsted and Haldrup (1991) apply the method to the demand for 
labour . in DenmarI2. Following their modification, 1 write the model 
in the shorter form as Zt =AZt_1 +ut' whereZt = [.funt,·.·,~mt_k+l'et"'" 
et-k+1] and A is the matrix of VAR parameters. To get ~t and et from 
the V AR model, we define 2p + 1 vectors g and h as 

.funt = g'Zt 

et = h'Zt' 

3 The idea of joining Johansen's method and the dynamic 10ss function with forcing 
variables is originally their's. My study relies heavily on their modification and 1 am 
gratefull that the early version of their study was made available to me. 
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The expectation term in (7.5) ean be obtained by eonditioning on the 
information set Hv whieh eonsists of all eurrent and lagged values of 
&nt and et" Then E(Zt+)Ht) = AiZt and the expeetation term is 

L (ÖI-11)S~'EAXt+s = (g-h)'(I -Ö1-11AtlZt +h'(I -ÖI-11AtlZt_l. (7.7) 
s=O 

When we insert this into the equation (7.5) and eondition on Ht, we 
obtain 

E(~m)Ht) =&nt* (7.8) 
=(1-1-11)(g -h)'(I -Ö1-11AtlZt +(1-11 -1)h'(I -(1 -ÖI-11At1)Zt_1' 

whieh is the theoretieal level of ~mt when the rational expeetations 
restrietions are satisfied. 

For praetieal testing of madel (7.5), they suggest to eomparing -
testing the differenees - the theoretieal &nt * and the realization of 
&nt. "If the present value madel is true, these variables should differ 
only beeause of sampling error" (Campbell and Shiller, 1987, pp. 
1069). Their idea is that under rational expeetations the desired ehange 
of the level of money should be the same as the theoretieal level, 
&nt* =&nt· 

The estimate of ~ ean be found using Johansen's eointegration 
analysis. The adjustment 1 - 1-11 ean also be estimated using 
Johansen's approaeh. The loadings a. ean be interpreted as the desired 
adjustment only if the foreing variables are weakly exogenous with 
respeet to a. and ~. Otherwise, the adjustment eost should be estimated 
from (7.5) using the instrumental variable (IV) teehnique. Some results 
for Ö ean be aehieved by estimating (7.2) with GMM. 
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8 From Theoretical Variables 
to Empirical Counterparts 

The theoretical models of the demand for money c1early suggest a set 
of variables acting as regressors for money demand. But it is generally 
not easy to find empirical counterparts for these theoretical variables: 
The period of credit rationing in Finland makes the choices even more 
difficult. If the empirical counterpart of a theoretical variable is not 
good enough, it is impossible to make any inference about the theories 
of the. demand for money. The source for all the data used in this 
study is the Bank of Finland's data.base. 

The estimation period is roughly the 1980s, depending on the 
model. According to the results of Ripatti (1992a) and (1992b), there 
might be structural change in the quarterly model for Ml in the early 
1980s. Another critical point is 1991 when the interest withholding tax 
was introduced. 

The m.odels are based on monthly data. There are two reasons for 
this. First, high frequency data is needed to capture the adjustment 
behaviour of agents. Secondly, according to the simulation results of 
Osterwald-Lenum (1991) much more than 50 observations are needed 
to "reach" the infinity of the asymptotic results. One might well raise 
the point that monthly data is too frequent for modelling the slow 
adjustment involved here. My own experience - based on the results 
of Ripatti (1992a) and (1992b) - is that a month is usually not too 
short a period- for analysing the main features of money demand. 

8.1 Monetary Aggregates 

The Bank of Finland changed the definitions of the monetary 
aggregates in the beginning of 1991. The narrowest money, Ml, 
inc1udes currency and cheque and other transaction accounts which 
can be considered quite liquid. The former definition of Ml also 
inc1uded time deposits, which are not really very liquid. Time deposits 
belong to M2 according to the new definition. Some high yield 
investment and deposit accounts and home savings premium deposit 
accounts are also inc1uded in M2. M3 is defined as M2 plus 
certificates of deposits held by the publie. M3 did not exist in the 
former definitions of money (Jokinen, 1991). 
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Table 8.1 New monetary aggregates, 31 Nov. 1990, 
bill. FIM 

Cash in circulation 13.5 
- Cash in the banks 4.4 

Cash held by the publie 9.1 
+ Cheque and savings accounts in banks 29.0 
+ Other transaction accounts in banks 90.0 

= Ml Narrow money 128.1 
+ Other FIM deposits in banks (e.g. time deposits) 129.6 

M2 Broad money 257,.7 
+ The Certificates of Deposit held by the publie 33..7 

M3 291.4 

The logarithm of Ml is plotted in figure 8.1. The typical seasonal 
feature of Ml is the increased amount of cash held by the public 
during the summer vacation period. Tax rebates in December also 
cause a seasonal increase in Ml. The spike at the beginning of 1990 
was caused by the bank employees' strike. The spike at the end of 
1990 resulted from the discontinuance of two-year special taxfree 
savings accounts. Money from these accounts was transferred to the 
normal transaction and savings accounts. The new withholding tax on 
deposit accounts has also caused major changes in the amount of Ml. 

The aggregates M2 and M3 are plotted in figures 8.2 and 8.3. The 
jump in December 1988 in figure 8.2 has the same background as the 
drop of Ml in December 1990: the special taxfree 24-month savings 
account. Capital gains taxes were increased at the beginning of 1989. 
Real Ml and M2 are presented in the figures 8.4 and 8.5. The 
dramatic de cline of Ml since 1991 is a result of the introduction of 
the withholding tax. 

The new Ml and M2 aggregates are available as monthly series 
from January 1980. The aggregate M3 is available from the beginning 
of 1983. They are published frequently in the Bank of Finland 
Bulletin. One should note that the market for CDs was established in 
early 1987, 80 the effective esti.u;ation period for ~vB starts only from 
1988. These 36 observations contain too little information for reliable 
statistical inference. 

We have attempted to capture the deregulation of financial 
markets with credit expansion, that is, the sum of markka and foreign 
currency credits, deflated by the consumer price index (figure 8.6). 
The expansion of foreign currency credit alane is also given (figure 
8.7.) 
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Figure 8.1 Monthly Ml 
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Figure 8.2 Monthly M2 
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Figure 8.3 MonthlyM3 
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Figure 8.4 Monthly real Ml 
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Figure 8.5 Monthly real M2 
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Figure 8.6 Credits, 1985 prices 
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Figure 8.7 Foreign currency-denominated credits, 
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8.2 Velocity of Money 

The velocity of money is defined by the identity of the quantity theory 

of money, v= PT =~, i.e. the volume of transactions scaled· by real 
M MIP 

money. The velocities are plotted in figures 8.8 - 8.10. M2 and M3 
velocities are clearly downward sloping and unstable. The growth of 
mo.ney has been greater than the growth of transactions (measured by 
GDP). The only exception is the apparent stability of Ml velocity. 
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Figure 8.8 
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Figure 8.9 
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Figure 8.10 Velocity of monthly M3 
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8.3 Scale Variables 

The only two possible scale variables in the monthly models are the 
monthly GDP volume indicator and interbank c1earing activity. The 
fonner series (figure 8.11) is a combined index of various indicators 
such as retail sales, industrial production, production of e1ectricity, 
railway traffic, etc. It is dominated by a strong seasonal pattem, which 
may be artificial. As an indicator, it involves several problems. It 
diverges from SNA-based GDP volume figures. During the go-go 
years of the late 1980s, it showed smaller annual growth than the 
SNA-based index; recently, the reverse has been true. 

Another interesting scale variable is interbank c1earing trans
actions1

• These are cheques and other transfers between banking 
groups. It cloes ilot nieåsUfe transactions within a banking group (as 
e.g. savings banks). It can be supposed that it measures at least 
monetary transactions quite well. However, according to Ripatti 
(1992b) the statistical properties of the model for narrow money with 
interbank c1earing as. the scale variable do not at all support the 
demand for money interpretation. 

1 Thanks to Juha Tarkka for the idea. 
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Figure 8.11 
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8.4 Price Level 

In studies of the demand for money, the price level is usually measured 
by the implicit GNP price deflator, the consumer price index or the 
wholesale price index. In this sutdy, we use the consumer price index. 
Its advantage is that it inc1udes the prices of imported goods. The 
problem is that the way housing expenditures is measured has changed 
during the estimation period. The index is shown in figure 8.12. . 

8.5 Own Yield of Money and Opportunity Costs 

The own yield of money is a very problematie variable in the Finnish 
case. The interest yield of savings and transfer accounts has been very 
low, and it has been c10sely connected to the Bank of Finland's base 
rate2

• ,So it has not changed much. Interest income, when linked to the· 
base rate, has usually been taxfree. 

2 The Bank of Finland's base rate is changed very rarely (latest change was at the end of 
1989). 
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Figure 8.12 
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Figure 8.13 Three-month Eurorate for FIM 
difference 
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Figure 8.14 Effective yield of bonds 
difference 
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In the final models of Ml and M2, 1 have not used any variable for 
the own yield of money. Generally, interest on savings and 
transaetions aeeounts is paid only on the minimum balanee for the 
month. Moreover, good statistieal data is not available. The 
opportunity eost of Ml and M2 is measured by the three-month 
Eurorate for FIM (see figure 8.13). 

The average savings rate is dominated by ehanges in the base rate. 
The other variations are eaused mainly by ehanges in the weights of 
different aeeounts. We have tried to use the average savings rate in the 
models for nominal M2 but have left it out of the models for real M2. 
It is not a stoehastie variable beeause it is c10sely linked to the base 
rate. One possible opportunity eost of money is the inflation rate (1-
year log-ehange of the CPI), given in figure 8.14. 

Several exogenous shoeks also oeeurred in the period studied. 
They are modelled- by dummy variables. 

• Devaluation speeulation in August 1986, extremely high interest 
rates (> 30 %) (DSPEC) 

Affeeted only short-term interest rates 

• Inerease of eapital gains tax: in January 1989 

Affeeted the monetary aggregates Ml and M2 in Deeember 1988 

65 



• The beginning, January 1989 (TAX), and end, January 1991 
(FREETAX) of special taxfree 24-month time deposit. 

Affected tJ:.te monetary aggregates Ml and M2 

• Strike of "bank employees in February 1990 (STRIKE) 

Affected money by increasing it; the interest rate was frozen 

• The introducion of the interest withholding tax on bank accounts 
(WITHDTAX) at the beginning of 1991. A 15 % withholding tax 
on bank accounts created real competition between banks. The 
accounts included in Ml became interest bearing. 

• Changes in the discount rate (IBR) 

The administrative rate of Bank of Finland. 

• "Uncovered interest parity" 

UIPt = FIM Euroratet-l - currency basket ratet_ 1 -

. ~currency inde:X;currency inde~_l. (8.1) 

Measures the currency substitution effect. It is set to zero before 
1982. 

Money, price level and scale variables are in logarithmic form. 
Interest rates and the inflation rate are divided by om~ hundred3

• The 
following fOlm of money demand is usually applied: 

(8.2) 

The elasticities of price and scale variables are directly ~l and ~2. 

Interest rate elasticities are ll i = ~lt" Equation (8.2) is identified as a . 

demand for money equation if ~l = 1 (price homogeneity), ~2>0 

(positive scale elasticity), ~3~0 (own yield of money is positive) and 

~ 4 < 0 (elasticity,· of OPPOrD..!pjPj costs' is negCltive)4 0 The.J;'e can be 
several opportunity costs of money in the equation. When identifying 
loadings, money should not be weakly exogenous with respect to the 
long run parameters. The interesting question is whether the 
transaction elasticity is close to unity or not. 

3 This is the usual, probably never well tested, form of estimating the demruid for money. 
The (11100) level of interest rates is approximately log(1 + i). 

4 See, e.g. Hendry & Ericsson 1991a, 838. 
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Figure 8.15 InfIation 
difference 

12 8 

/~ 
IV 

1/\ I~ ~ 
V\ 

A, \ 1\ ~ ~ ,~ 

\A ~ ~~ \ U Ii 
rJ 

~ 

10 

8 

6 

4 

2 

lh II'. I~ L~ If 

IW~ 4 11(1 I~'\ ~. 

6 

4 

2 

o 

-2 

o -4 

-2 -6 

-4 -8 
80 82 84 86 88 90 Nov 80 82 84 86 88 90 Nov 

Year Year 

Figure 8.16 Uncovered interest parity 
difference 
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9 Some Earlier Results 

In this chapter 1 review some results of eartier demand for money 
studies in Finland and some foreign studies, which have used 
econometric methods and model specification similar to those used in 
this study. An interesting question related to the earlier money demand 
studies for Finland is whether some of the long-run elasticities lie in 
the same cointegration space as those found here. The interesting 
questions in connection with the foreign studies are more on th~ 
methodology side and in comparisons of the effects of financial 
deregulation. 

9.1 Results U sing Finnish Data 

The demand for money has not been a very popular research topic in 
Finland during the 1980s. Solttila and Johansson (1987) and Mikkola 
(1989) have worked on it. The demand for money has also been 
estimated within large macroeconometric models (see Tarkka and 
Willman, 1990). Some studies have concentrated on the comparison of 
several countries and have thus been restricted to single specifications 
(see e.g. Kanniainen and Tarkka, 1986). Suvanto (1980) is a complete_ 
survey of the earlier studies. 

In Suvanto (1980) Ml is defined as currency held by the public 
plus demand deposits of the public. M2 is Ml plus time deposits. The 
monetary aggregates are thus roughly comparable to the present ones. 
Some differences arise in the definitions of unused overdraft facilities, 
indexed deposits etc. The estimation periods for the different studies 
cover the years since 1910. 

In the models for Ml the long run income elasticities have varied 
between 0.7 and 0.85. For M2, they have been somewhat higher -
around '1.6. This contradicts sbme ef the resultsof Fipatti (1992b), but -
is probably consistent with those of Ripatti (1991). The interest rate 
elasticities have generally been impossible to determine directly. There 
has not been any market-based interest rate for the estimation periods 
for the earlier studies. The inflation rate elasticity has varied between 
-0.01 and -0.06 for Ml and -0.06 and -0.10 for M2. The comparable 
semi-elasticities are around 5-10 times larger. 

Kanniainen and Tarkka (1986) have the shock-absorption feature 
in their model for five economies. Their theoretical model is also 
derived from the forward-looking loss function. The important 
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difference is that they focus on money supply shocks1
•· In their 

testable model the money supply is determined' by domestic credit 
expansion, surplus on current account and government net borrowing 
abroad. They estimate models for real money. The scale elasticity for 
broad money is quite low (0.17), interest rate elasticity, which is not 
significant, is also quite low (-0.024), but inflation elasticity is higher 
(-0.99). The results are estimated for the period 1960-1982. For the 
last 10 years the results have been qualitatively the same. 

Soittila and Johansson (1987) use monthly data in their estimation 
of the demand for money in Finland. Their aim is to compare the 
estimation results of different time periods. They conclude that the 
adjustment has become faster since the 1970s and that interest rate 
elasticities have increased. They use a different definition of narrow 
money (Ml), which is comparable to the present definition of Ml. 
The scale elasticities are 0.32 in the short run and 0.71 in the long 
runo The interest rate semi-elasticity is -1.0 in the short run and -2.1 
in the long runo 

Mikkola (1989) is the first demand for money study in Finland 
that considers the unit root problem. She estimates the error correction 
model with Engle and Granger's (1987) two-step method. The 
estimation period is a year longer than in Soittila - Johansson (1987). 
The long run scale elasticity is $0.66$ and interest rate elasticity 
-0.31. She also tried to pick up the effect of increased stock exchange 
turnover but did not find that it increased the transactions demand for 
money. The money measure was Ml, which probably did not include 
transaction accounts that are now included in Ml. 

Tarkka and Willman (1989) present the money demand function in 
their financial sector of the BOF4-model. They estimate demand for 
broad money, which is roughly the present M2. The functional form is 
quite extraordinary: 

where Y is nominal GDP, 1 is the short-term market rate of interest, P 
is the tax-free time deposit rate, tax is the capital market tax rate 
calculated from the interest rate differential between taxable and 
taxfree bonds. The long run elasticity of nominal GDP is 1, interest 
rate semi-elasticity is -1.24 and the own-yield elasticity is 1.54. 

1 Such an interpretation can be given to some estimation results of Ripatti (1992b). 
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Johansen and Juselius (1990) also estimated long run elasticities of 
money demand in Finland. They found that Ml and GDP are 
cointegrated (~ =(1 -1)') and thus the velocity is stationary. The 
interest rates and inflation were found to be stationary. 

Table 9.1 Long run elasticities from the earlier studies 
using Finnish data 

Measure Scale Interest Inflation Estimation Study 
for real elasticity rate semi- semi- period 
money elasticity elasticity 

Ml 0.7 - 0.85 -0.1- 0.6 1910-1970 Suvanto (1980) 
M2 1.6 -0.6 -1.0 1910-1970 Suvanto (1980) 
M2 0.17 -0.2 5 1960-1982 Kanniainen -

Tarkka (1986) 
Ml 0.7 -2 1983-1985 Soittila - Johansson 

(1987) 
Ml 0.66 -0.31 1983-1986 Mikkola (1989) 
M2 1 -1.24 1985-1989 Tarkka - Willman 

(1990) 
Ml 1 1960-1986 Johansen - Juselius 

(1990) 

9.2 Other Studies Using Similar Modelling 

Judd and Scadding (1982) is a good summary of pre-1980s 
empirically-oriented US demand-for-money studies. Goldfeld and 
Sichel (1990) complement the estimation results of the 1980s. Since 
then, the Johansen method of estimating cointegrated systems has been 
a major contribution to the demand-for-money studies. It has been 
applied in several studies2

• 1 do not review all the results here, but the 
Nordic studies are quite interesting because of the similarities of the 
economies. 

Johansen and Juselius (1990) is a representative application of the 
-- met.lJod. The results have been extended in Juselius (1991b)" She 

focuses on Ml and the interpretation of the unrestricted VAR with 
error correction terms. The price and scale homogeneities are accepted. 
The own-yield and the interest semi-elasticities are quite high (roughly 4). 

2 The list is long: Johansen and Juselius (1990a) for Denmark and Finland, Juselius 
(1989) and (1991b) for Denmark, Muscatelli and Papi (1990) for Italy, Hendry and 
Ericsson (1991) for UK and USA, Boughton (1991) for large industrial countries, 
Hoffman and Rasche (1991). 
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Inflation does not enter the cointegration relation because it can be 
modelIed as stationary. The long run money demand relation is found 
to be stable over th~ period of financial deregulation. The adjustment 
toward equilibrium is not very fast (size of error correction coefficient 
-0.29). The long run interest rate (bond rate) is found to be 
determined outside the system and to be weakly exogenous for long 
run parameters. An interesting conc1usion of the analysis of system 
and causal chain model is that monetary shocks do not affect Danish· 
inflation. 

Bårdsen (1991) analyzes Norwegian data. His aim is also to 
examine whether financial deregulation and changes in monetary 
policy have affected'the demand for money. Like Juselius (1991b), he 
uses quarterly data since the 1960s and applies cointegration methods. 
He carefulIy checks the parameter constancy of the model. He finds a 
conditional model with constant parameters. Prices, real expenditures 
and interest rates are super-exogenous for the financial; structural 
shocks met by Norway. The own-yield of money - measured by the 
interest rate on demand deposits - was found to play a crucial role. 

Hendry has recently3 estimated the demand for money in the U.K. 
and U.S. As representative of those studies, 1 repeat' some of the 
results of Hendry and Ericsson (1991a) here. In terms of econometrics 
they deal with the folIowing issues: "non-constancy of conventional 
equations" , "exogeneity or endogeneity of money", "the }.nvertibility of 
existing models" , "long-run 'and short-run determinants" and "causal 
links". They summarize their model of U.K. money demand as 
folIows: 

The model of U.K. money demand remains constant over the 1980s 
when the opportunity cost is adjusted to account for financial innovation. 
Correct dynamic specification and inclusion of the relevant interest rates 
are central to obtaining a congruent empirical model. Prices, incomes, 
and interest rates are super exogenous for the parameters of the 
conditional money-demand equation. That refutes the Lucas critique for 
changes in the parameters of expectations processes, and precludes either 
inverting the money-demand equation to obtain a constant model of 
inflation regarding money growth or interpreting the error-correction 
model as derived from a forward-looking expectations-based theory 
models. However, we can provide a forward-looking interpretation of the 
error-correction model using data-based predictors. 

3 Hendry and Ericsson (1991a) and (1991b) and Baba, Hendry and Starr (1992). 
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Regarding D.S. money demand they argue that 

The 'missing money,4 appears to be due to misspecified dynamies and 
omitted interest-rate volatility, not financial innovation; the underlying 
~v'11 demand ftll1ction remained constant in spite of the Fed's Ne,~! 

Operating Procedures; and the very large increases5 in Ml witnessed in 
the mid- to late-1980s can be seen as lagged adjustment to falling 
interest rates and infiation and the introduction of interest-bearing 
checking accounts. 

Baba, Hendry and Starr (1992) repeat the above analysis concentratipg 
more on cointegration and bond volatility. They argue that tbe 
constancy of their model is based on the bond volatility6. 

4 The problem of money demand in U.S. was that the models tended to ' overpredict' the 
demand for money in the late 1970s. 

5 This has been another problem with the U.S. money demand equations. 

6 Bond volatility is measured by the "moving standard deviation of holding period yields 
on long-term bonds". AIso the own-yield of Ml is leaming adjusted for new interest 
bearing accounts. Muscatelli and Papi (1990) use similar leaming adjustment behaviour 
for financial innovations. 
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10 Testable Hypotheses 

Economic theories can usually be fonnalized as econometric 
hypotheses regarding long run parameters. We consider the following 
parametrization of the long run structure 

(10.1) 

where the lower case letters represent variables in logarithmic fonn. 
The others are divided by hundred. 

Price homogeneity (in the long run) is probably the most 
important hypothesis. It is a minimum requirement of the money 
demand function. It can be expressed as 

(10.2) 

Another, desirable property of money demand is scale homogeneity. It 
can be expressed in the same way, but in general it should apply with 
price homogeneity. So, 

(10.3) 

These hypotheses are not based on any theory of money demand, but 
are rather in the empirical tradition of demand-for-money studies. The 
scale-homogeneity restriction depends on the measurement of the scale 
variable. Other possible theory based scale elasticities are those found 
by Baumol (1952), ~2 = 0.5, and Miller - Orr (1966), ~2 = 0.33 if 
transactions are measured by unit size of transaction or ~2 = 0.67 if 
transactions are measured by variance of cash flow. 

The stable velocity of money implied by the quantity theory of 
money can be expressed as a parameter restriction 

(10.4) 

Thus it contains 5 restrictions on equation (10.1). Ando and Shell 
(1975) argue that the difference of the own-yie1d and opportunity yie1d 
of money, i.e. the net opportunity cost of money, applies here. This 
can be expressed as the following parameter restriction 

(10.5) 
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This restriction is not applicable if the own-yield of money is zero. 
These restrictions should be tested with both the Ml and M2 mode1s. 

Another interesting class of hypotheses concems wh,ether the 
earlier estL.1TI.ation resn1ts for the demand for money are witb-in the 
cointegration space. These hypotheses can be derived from table 10.1). 
Other hypotheses are discussed with the estimation results. 

Table 10.1 Earlier results as cointegration vectors 

Measure Scale Interest Inflation Estimation Name 
for real elasticity rate semi- semi- period of hypo-
money elasticity elasticity thesis 
~l = 1 ~2 ~4 ~5 

Ml 0.8 0 -0.6 1910-1970 ~S M2 1.6 0 -1.0 1910-1970 
M2 0.17 -0.2 5 1960-1982 ~~T Ml 0.7 -2 0 1983-1985 
Ml 0.66 -0.31 0 1983-1986 llSJ 
M2 1 -1.24 0 1985-1989 ~~ Ml 1 0 0 1960-1986 FJJ 

The implicit assumption in every equation is that ~3 = O. 
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11 Models for Narrow Money 

Narrow money (Ml) includes cash in circulation and savings, 
transaction and checkable deposits (see table (8.1). Foreign currency 
deposits are not included. Graphs of the log-level and differences of 
nomipal and real money are presented in figures 8.1 and 8.4. 

The estimation period for the monthly data is January 1980 -
December 1990. The other e1even months are used to test the 
forecasting performance of the model. The introduction of the interest 
withholding tax in January 1991 is a good benchmark for the 
estimated model. 

The organization of chapter follows the strategy for modelling the 
demand for money. We start with the unrestricted VAR model in 
difference form. As was emphasized in chapter 6, we can concentrate 
on the analysis of the long run structure first and then carry out the 
short run analysis for fixed long run parameters. The steps of the 
strategy are as follows: 

1. The long run re1ationships are first estimated for nominal money. 
The key issues are whether the variables in the system are 1(1) 
and whether prices are homogeneous (unit price elasticity). If 
prices are homogeneous, we can impose this restriction on the data 
and continue the analysis in real terms. 

2. In the analysis of real money, several structural hypotheses of long run 
structure are tested and a finallong run structural fonn is obtained. 

3. We take a side step to test the rational expectations hypothesis in 
the context described in chapter 7. We use the estimates of long 
run parameters from step 2. 

4. The final and most important step is to test weak exogeneity and 
Granger non-causality and to obtain the structural model of 
. money demand. In this step the long run structure is already fixed 
and we concentrate on the short run dynamics and error correction 
effects of the cointegration relationship. The econometric 
methodology for this step is presented in chapter 6. 

We also have to discuss intennittently what the different results, mean and 
how they can he interpreted within the money demand framework, that is, 
from a data-analytical point of view. At each step it is important that the 
statistical model we analyze fits wel1 with the data, i.e. the infonnation set. 
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11.1 Long Run Relations 

The first step is to estimate the unrestricted V AR model described in 
equation (5.4) on page 34: 

The chosen lag length of the model, k, is the minimum length at 
which the residual autocorrelation and non-normality disappear. This is 
not a formal method but is motivated by the fact that the longer the 
lag length the less the degrees of freedom. Tests of lag length are not 
very strong with few degrees of freedom. Some exogenous shocks are 
picked up by dummies, D t, among the lagged differenced variables. 
These shocks were discussed at the end of chapter 8. The vector of 
deterministic variables also inc1udes 11 centred seasonal dummies. 

11.1.1 Nominal Balances 

The model for nominal money is estimated with the constant term Jl. 
Thus the linear trend is allowed. The shortest possible lag length is 
four, i.e. k = 4. The vector of system variables Zt inc1udes the 
following: 

m logarithm of monetary aggregate Ml, 
p logarithm of consumer price index, 1985 = 100, 
Y logarithm of GDP volume index, 1980 = 100, 
1 three month money market rate divided by 100. 

Inflation was also tested as a system variable, but it turned out to be 
non-significane. 

First, we should determine the cointegration rank. The first block 
in table 11.1 ~SlliTilllru.-izes estinlated eigenvruues (r..fst row) , ma-TI.."TIum 
eigenvalue test statistics for different null hypotheses (second row) and 
comparable 90 % fractiles (third row) and, finally, the trace test 
statistics and fractiles. Followmg Johansen (1991a) we start the 
sequence of trace tests (fourth row, first column containing numbers) 
from the hypothesis r = 0. We reject the null hypothesis r = 0, since 
66.108 2 43.95. Then we continue to the next hypothesis one column 

1 The x2 test for the exc1usion was never rejected. 
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to the right. The null hypothesis is r ~ 1. In this case it is near the 
borderline, 26.969 ~ 26.78, but we reject agaiIi.· We cannot reject the 
null r ~ 2, since 7.956 ~ 13.33. So we conclude that the cointegration 
rank is two (r = 2). The maximum eigenvalue test statistics, Amax, 
yields the same conclusion. However, the sequence of Amax test~ of 
the comparable hypotheses can yield an erroneous conclusion. 

The test of cointegration rank is equivalent to testing whether the 
set of eigenvalues is non-zero. Also, the sorted eigenvalues can give . 
us some insight conceming the cointegration rank. H there is a clear 
break in the magnitude of eigenvalues, one might suspect that the rest 
of the eigenvalues are zero. Here we see (table 11.1) that there is a 
drop after the second eigenvalue, the third being very close to zero. 
When the cointegration rank is . two , only the first and second 
cointegration vectors are of interest. 

Table 11.1 Initial results of cointegration analysis of Ml 

Testing rank: of II 

Ho r=O r-;:;,1 r-;:;'2 r-;:;'3 

A. 0.2634 0.1380 0.0498 0.0111 
A.max 39.139 19.013 6.533 1.424 
90 % fractiles 24.73 18.60 12.07 2.69 
trace test 66.108 26.969 7.956 1.424 
90 % fractiles 43.95 26.78 13.33 2.69 

~ matrix 

Variable - ~1 ~2 ~3 ~4 
m 0.1426 1.0000 0.0869 -0.3884 
p -0.8860 -0.7112 -0.0492 1.0000 
Y 1.0000 -1.4320 0.0333 -0.8752 
1 0.9862 0.4489 1.0000 0.3511 

a. matrix 

Equation ~1 ~2 ~3 ~4 
fun -0.0208 -0.1131 -0.0777 0.0220 
I1p 0.0531 -0.0170 -0.0136 -0.0026 
l1y 0.0114 0.2191 -0.0913 0.0033 
M -0.0487 -0.0329 -0.0501 -0.0178 

II matrix 

Equation m p y 1 

fun -0.131 0.125 0.119 -0.141 
l1p -0.010 -0.037 0.079 0.030 
l1y 0.212 -0.158 -0.308 0.019 
M -0.037 0.051 0.012 -0.119 
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The first cointegration vector is the first column in the ~ matrix, and 
so on. Because each component in a cointegration vector corresponds 
to a variable, the symbols of the variables are listed in the first label 
column of the matrix. The label row ranks the cointegration vectors. 
Since each cointegration vector determines a stationary linear 
combination of the variables, one can scale the cointegration vectors in 
an arbitrary waf. The scaling of each vector has been done for ease 
of interpretation. 

When interpreting the cointegration vector, one can observe that 
WZt = e, i.e. WZt is "something stationary" or "zero". So, in interpreting 
the first cointegration vector, one can proceed as if in the long run '(he 
following holds: 

0.1426m -0.8860p +y +0.98621 = e {:=> 

y = -0. 1426m +O.8860p -0.98621 -e, 

where e is "something stationary". The economy is in equilibrium in 
. the long run and the equilibrium is determined by the cointegration 

vector. The interpretation of a is then quite straightfOlward. The a 
coefficients in the first column of the a matrix in table 11.1 show to 
what extent the equilibrium error, e, in the first cointegration vector is 
corrected in each equation. The equations are referred to in the first 
label column. The corresponding cointegration vectors are symbolized 
as ~i' i = 1, ... ,r in the first label row. One should note that the as vary 
when the cointegration vectors are rescaled, because it is II which is 
fixed, e.g. II = ca(1 / c)W. 

The interpretation of the first vector is not dear. The first 
component of the vector is very dose to zero (compared to the others; 
unfortunately we do not have standard errors here). Thus, this appears 
to be a kind of price or aggregate demand equation. The second 
cointegration vector (second column in ~ matrix) certainly has the 
properties of money demand. Price and income elasticities are quite 
dose to unity and the interest rate elasticity is of reasonable magnitude 
cempared te earlier Tesults ~.vith· FU1Pjgh data{ gee table 9.1 on page 
70). The loadings, i.e. a matrix (now in reduced form) , also support 
the picture given by the cointegration vectors. Only the speed of the 
adjustment of GDP in response to excess money is surprising. The 
reason for the rapid adjustment might lie on the wrong interpretation 
of the second cointegration vector. 1 also estimated the same model 

2 One can divide a stationary variable by any scalar and the resulting variable is 
stationary. 
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with a linear trend in the cointegration space, thus modelling GDP 
growth and again found rapid adjustment of GDP. This phenomen also 
shows up in Bårdsen (1991). 

The above results are, of course, based on normal, independent 
residuals. The residual diagnostics3 (table 11.2) are notalarming. 
There is some extra kurtosis in the price and interest rate change 
equations. Autocorrelation is not a problem here either. 

Table 11.2 

Equation 

m 
p 
y 
1 

Eq. B-P.Q(32)/2 8 

flm 1.3771 

AF 0.6741 
Ay 0.9515 
M 1.4432 

Equation 11ag 

flm -0.170 

AF 0.024 
Ay 0.012 
M -0.127 

Residual analysis 

Covariance/Correlation matrix 

m p y 1 

0.0001 0.0308 -0.0914 -0.1312 
0.0308 0.0000 -0.0356 0.1397 

-0.0914 -0.0356 0.0001 -0.0016 
-0.1312 0.1397 -0.0016 0.0000 

Residual diagnosties 

ARCH(4) skew. kurt. Norm. X2(2) R2 

2.0509 0.1358 0.3358 0.9949 0.7924 
18.8863 0.0693 1.2537 8.4854 0.6494 
7.3651 -0.4645 0.7331 7.4698 0.9706 
4.4805 0.0387 2.3927 30.5658 0.3912 

Autocorrelation 2/fi =0.17678 

21ag 31ag 41ag 51ag 61ag 71ag 81ag 

-0.070 0.009 0.063 -0.076 -0.176 -0.037 0.131 
0.Q30 -0.070 -0.117 0.015 -0.041 0.057 -0.131 

-0.011 -0.087 -0.159 0.111 0.106 0.086 0.051 
0.065 0.004 -0.026 -0.140 0.248 -0.266 -0.005 

The stationarity of the variables can be tested by checking whether 
any linear combination in which a1l but one are restricted to zero, e.g. 
[1 0 0 0]', is stationary. This is done to each variable in table 11.3 
with each possible choice of r. The stationarity test statistics (table 
11.3) show c1early that none of the variables is stationary conditioned 
on this information. 

3 The first column gives results for the Box-Pierce autocorrelation test, the second for 
fourth order conditional heteroscedasticity (-;G), the next two for the third and fourth 
moments (kurtosis-3) of the process, which should be zero for Gaussian variables, the 
fifth column gives Jarque-Bera (1980) normality test statistics (-X;) based on the two 
previous moments and the last one gives the multiple correlation results. 
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Table 11.3 Stationarity testing 

LR test, x2(p - r) 

df m p y / 

3 23.30 20.13 26.20 26.36 
2 15.74 14.58 15.37 15.37 
1 3.34 2.68 3.50 2.93 

Another important question is whether any of the variables is 
integrated second order. The test statisties are presented in table 11.4. 
The next to last column of the table of test statisties is an ordinary 
trace test on the rank of II; comparable critical values are given in the 
last column. First one tests the ordinary cointegration rank using these 
two columns (as we have already done in table 11.1). Then one 
chooses the row corresponding to the r chosen and starts testing the 
rank of a'.Lr~.L (see equation 5.19, page 45).The symbol s is used for 
this rank. The testing sequence is started from the leftmost non-zero 
test statistie T(r,s). The null hypothesis is s = O. Critical values are 
now tabulated as the last row of table. The number of 1(2) variables is 
p - r - s. The tests are computed for each possible r to check the 
robustness of the result. 

Table 11.4 indicates that there is no 1(2)-ness in the data. If one 
assumes one 1(2) common trend, the stationary J3 space4 is like the 
second cointegration vector of the 1(1) case and the non-stationary J3 
space is like the first cointegration vector. 

Table 11.4 Testing I(2)-ness 

p-r r T(r,s) T(r) 95 % 

4 0 210.1484 122.6849 63.4530 21.6353 66.1083 47.210 
3 1 121.8074 65.7375 12.9865 26.9694 29.680 
2 2 67.2631 14.9724 7.9561 15.410 
1 3 9.8123 1.4236 3.7620 
95 % lrdCrntS 4"""1"'":\10 1."'IV 

,"H'), """'no. 
"'':J.uou - 15.410 "',.,~,...(), 

:J./UAJ 

The interesting economic hypothesis presented in the previous chapter 
can be tested within the cointegration framework. The stable velocity 
of money can be accepted with the p value of 0.05. 80 the acceptance 
is c1early on the borderline. The interest rate seems weakly exogenous 

4 I.e. linear combination of the variables which converts the systeI?- from /(2) to /(0). 
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for long run parameters (p value 0.07). The joint hypothesis of the 
price equation (or aggregate demand) interpretation of the first vector 
and price and GDP homogeneity of the second vector is clearly 
accepted (see table 11.5). 

Those non-stationary forces, which drive the system, are called 
common trends. Being non-stationary, they are stochastic trend 
components, which are common for the system. Matrix a.l determines 
these forces. The difficulties concerning identification, as in ~, apply 
for common trends too. In the system, there are always p - r common 
trends. In table 11.6 two common trends of the present system are 
presented as columns. Because no standard error can be computed, we 
do not have any information about the scale. 

The exogeneity of the interest rate hypothesis is supported by the 
second common trend vector (table 11.6). The interest rate component 
of the vector has a very high coefficient (allthough we do not know 
the standard errors of the components). According to this 
interpretation, the interest rate could be determined outside the system 
and could also be a driving force of the system. 

Table 11.5 Testing structural hypothesis 

VariabIe 

m 
p 
y 
1 

Equation 

/j.m 

I1p 
l1y 
M 

2 linear restriction(s) on 2 B vectors 
LR test, X; = 0.18, p vaIue 0.92 

Eigenvalues, ')." 
0.262 

B matrix 

Bl 
0.00000 
1.00000 

-1.51898 
-1.00000 

a matrix 

Bl 
-0.019 
-0.046 

0.054 
0.025 

0.139 

B2 
1.00000 

-1.00000 
-1.00000 

0.73869 

B2 
-0.113 
-0.009 

0.221 
-0.039 
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Table 11.6 Common trends 

Variable 
m 
p 

Y 
1 

a.L (= aIpha-orthogonaI) 

-69.0315 
-90.8619 
-55.0419 
-82.6296 

64.7510 
-71.9328 

12.3319 
-103.3478 

11.1.2 Real Balances 

Following the price homogeneity (i.e. unit price elasticity) result of the 
previous chapter, one can impose the restriction on the data and 
continue . tbe analysis with real money. The consequence of imposing 
price homogeneity on the data (computing m - p) is that the price 
homogeneity restriction is also imposed on the short run coefficients. 
Our tests have concemed only the long runo The coefficient of current 
prices does not exist in the model. Instead, the lagged coefficients of 
both money and prices are present. In the money equation, these 
coefficients are not of opposite sign and equal size. Thus, we could 
violate the model with a restriction that is not consistent with the data. 

Table 11.7 gives test statistics for the existence of linear trend. We 
test jointly the cointegration rank and the presence of linear trend. The 
testing procedure is described in section 5.4. The results suggest that 
the cointegration rank is one and that there is a linear trend in the 
data5

• The model would also be economically acceptable without a 
linear trend. 

Table 11.7 

r A.i 

0 0.139 
,1 0.131 
2 0.008 

Testing for presence of Iinear trend 
in the Ml model 

no linear trend linear trend 

trace test criticaI vaIue A.i trace test 
(90 %) 

38.23 32.00 0.139 26.16 
19.02 17.85 0.052 7.06 
1.06 7.53 0.001 0.17 

critical vaIue 
(90 %) 

26.79 
13.33 
2.69 

5 To be precise, they suggest that there is linear trend but no cointegration in the data. 
Because the rejection is so c10se to the asymptotic borderline, we reject the null and 
continue testing. 
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Table 11.8 Residual analysis 

Covariance/Correlation matrix 

Equation (m - p) y 1 

(m - p) 0.0001 -0.0651 -0.1577 

Y -0.0651 0.0001 0.0008 
1 -0.1577 0.0008 0.0000 

System variables statistics 

Variable mean variance 

(m - p) 0.002625 0.000442 

Y 0.002289 0.004072 
1 0.000007 0.000070 

Residual diagnostics 

Eq. B-P.Q(32)/28 ARCH(4) Skew. Kurt. Norm. X2(2) 'R2 

A(m - p) 1.3298 1.5427 0.1272 0.1878 0.5334 0.7860 
l1y 1.0081 7.8631 -0.3662 0.8928 7.1129 0.9691 
M 1.4157 3.6902 -0.0997 2.3627 29.9836 0.3658 

Autocorrelation 2/.,fi = 0.17678 

Equation 1lag 2lag 3lag 4lag 5lag 6lag 7lag 8lag 

(m - p) -0.142 -0.076 -0.027 0.065 -0.016 -0.188 -0.056 0.158 
Ay -0.002 -0.032 -0.135 -0.214 0.092 0.106 0.105 0.068 
M -0.083 0.030 0.030 -0.024 -0.077 0.300 -0.227 -0.013 

The residual diagnosties are good (table 11.8). No autocorrelation 
exists. Extra kurtosis disturbs the residuals in the interest rate change . 
equation. According to simulations done by Eitrheim (1991) and 
Osterwald-Lenum (1991), the extra kurtosis has little effect on ~ and 
so it is not a serious problem. The stationary tests c1early reject 
stationarity for every variable (table 11.9). 

Table 11.9 Stationarity testing 

LR test, X(P - r) 

dgf (m - p) y 1 

2 18.28 17.14 12.24 
1 6.44 6.68 1.50 
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The test statisties for weak exogeneity (table 11.10) reveal that the 
interest rate is weakly exogenous for long run parameters within this 
eontext. The short run dynamies support that interpretation too. The 
dual presentation of the system - moving average (MA) presentation -
reveals the same phenomenon (table 11.11). The residual varianee of 
the M equation is quite small eompared to the varianee of the other 
variables. Despite this, the impaet of the eumulative impulses in the 
interest rate equation badly distrlbutes the other equations. Their 
impaet is the largest in every equation. This is a eonsequenee of the 
faet that the interest rate is detemrined outside the system. Again, the 
eommon trends (a 1-) tell the same story. The eoeffieients of 1 in the 
eommon trends are very high, indieating that the interest rate eould be 
the driving foree of the system. 

Table 11.10 

Table 11.11 
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Testing weak-exogeneity w.r.t. a and ~ 

Dgf 

1 
2 

(m - p) 

7.93 
9.23 

y 

5.45 
11.65 

1 

1.98 
4.32 

MA representation and decomposition of trend 

Impact-matrix C(1) for the MA representation 

Equation 

(m - p) 
y 
1 

_Equation 

(m - p) 
y 
1 

Variable 

(m - p) 
y 
1 

Le(m-p),t 

-1.4486 
0.8979 
2.7072 

l:ey,t 

2.4761 
0.4794 

-2.4042 

l:eI,t 

11.9571 
-1.0474 

-15.3210 

Constant and linear trends in the levels 

constant 

0.35508 
-0.38590 

0.12401 

linear trend 

0.01291 
0.00392 

-0.01097 

U.L (= alfa-orthogonal) 

42.7624 
67.7710 
92.1027 

62.7751 
24.9185 

-100.3980 



The differences between the exc1usion test statisties and the weak 
exogeneity test statistics6 are given below the ~s and as for inter
pretational purposes (table 11.12). According to the test statistics, the 
interest rate might be exc1uded from the cointegration relation. The 
coefficients of the vectors are somewhat confusing. According to the 
loadings, the error correction mechanism works: "excess money"7 is 
adjusted in the money equation. But it is adjusted in the GDP change 
equation too. 1 think there is some danger that aggregate demand is· 
mixed with money demand. Or, money, as measured by Ml, leads 
GDP. This explanation sounds quite natural, as money should exist 
before transactions. 

Table 11.12 "Significance" of ~ and a 
B matrix, 

(test stat. of exc1usion, approx. X\l)) 

Variable Bl B2 B3 
(m - p) 1.0000 -0.2065 1.0000 

(11.46) (5.37) (10.77) 

Y -0.9317 0.2954 -0.2146 
(10.77) (6.66) (4.13) 

1 0.8441 1.0000 1.2043 
(4.13) (6.20) (1.00) 

a matrix 
(test stat. of weak exogeneity, approx. X2(1)) 

Equation Bl B2 B3 
!::.(m - p) -0.1423 -0.0385 -0.0042 

(7.93) (1.30) (5.45) 
!::.y 0.1575 -0.1208 -0.0017 

(5.45) (6.20) (1.98) 
!::.I -0.0499 -0.0541 0.0032 

(1.98) (2.35) (0.00) 

6 This means that the exc1usion (zero Iestriction) test statistics have been computed for 
every variable with every possible vaIue of r. Then the value of the test statistic is 
subtracted from the vaIue of the test statistic for r - 1. This gives the new test statisties 
in parentheses under the coefficients of B. They are approximately xi distributed. The test 
statistics below a are computed in the same way. In this case the hypothesis was weak 
exogeneity. They are also approximately xi distributed. The problem, which can aIso be 
seen from this example, is that the computed test statistics are not independent and thus 
not very reliable. However, one can use them as a tool for interpreting cointegration 
relations and to "scale" the coefficients of the B vectors in some manner and get a rough 
picture of the properties of the data. 

7 The presence of excess money means that the amount of money in the economy is 
larger than the "desired" level of money - the level set by the cointegration relation. 

85 



Figure 11.1 
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The recursive analysis reveals how the system is affected by the 
possible structural changes. The unstable parameters indicate the 
presence of the problem of omitted variables. The system is estimated 
recursively from 1987 to the end of 1990. -The parameters of interest 
at this stage are those in the cointegration space8

• Within the space, 
the money demand relation is what we are interested in. The 
exogenous shocks have been captured by dummies. The recursive 
trace tests are presented in figure 11.1. Both of them show that there 
is a drop in the value of the test statisties at the end of 1988. The 
dummy for 24-month taxfree time deposits was not sufficient to model 
the total disturbance from the shock. The shock affected the system. 
Another important and not totally modelled shock is the bank 
employees' strike in February 1990. The valu~ of the trace tests drops 
in the strike period but recovers . quicldy thereafter. Tue trace test 
statisties for Ho : r = 1 dropped below the critical value because of the 
strike shock. The small (zero) eigenvalues disturb the recursive trace 
test results9 and thus c10ud the picture given by the recursive analysis 
of the system. 

8 It cannot be over-emphasized that we are estimating only the cointegration space, not 
the individual vectors. See section 4.3. 

9 The trace test is computed from the p - r sma1lest eigenvalues. 
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Figure 11.2 Recursive ~1' money demand relation 
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The recursive ~ is not affected by the first shock as were the trace 
tests (figure 11.2). The scale elasticity (beta2) is very stable during the 
recursive period. The most dramatic changes are in the interest 
elasticity (beta3). Before the strike shock it is much greater than unity, . 
but it drops during the shock period. This might involve a 
measurement problem. During the strike, the interest rate was frozen at 
its pre-strike level. The amount of money increased very much but 
agents were not able to adjust their balances. Recursive estimates of 
the loadings, (l, support this interpretation (figure 11.3). The 
adjustment coefficient in the money change equation (alpha1) 
dropped10 during the strike. Otherwise it has been fairly stable. 

There are several structural hypotheses to be tested. To analyze 
money demand in a single equation framework, as in the beginning of 
the study, GDP and the interest rate should be weakly exogenous for 
long run parameters. The data does not support this hypothesis; it is 
c1early rejected (p value < 0.001). But weak exogeneity of the interest 
rate is accepted (p value 0.16). The velocity hypothesis is also 
accepted, allthough it is compatible with the aggregate demand 

10 This a priori knowledge is difficult into incorporate to the statistical model. The 
"inseparability" of aW makes it impossible to use the technique of a(I - STRIKEr)W, 
where STRIKE could be a dummy which is unity during the strike period. 
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interpretation (p value 0.11). The scale homogeneity is also accepted 
(p value 0.29). The joint hypothesis of scale homogeneity and weak 
exogeneity of interest rate is accepted (p value 0.27). The hypothesis 
HFS (table 10.1) is rejected (p value < 0.001); HFSJ is also clearly 
rejected (p value 0.02). Mikkola's (1989) error correction modelHFM 

is also clearly rejected (p value < 0.001). This raises some doubts 
about Engle and Granger's two-step method. HFJJ' the velocity 
hypothesis, is clearly accepted. The interpretation problem remains. 

The recursive estimation shows that the interest rate semi-elasticity 
dropped in 1990, most likely because of the strike shock. The elasticity 
was 1.5 before 1990. When tested with the whole data set the value is 
accepted (p vaIue 0.16). The estimated spacell is presented in table 
11.13. The vaIue of the joint test of the restricted ~ with weak 
exogeneity of interest rates is on the borderline (p vaIue 0.05); with 
weak exogeneity of both GDP and the interest ra te, the null is rejected 
(p vaIue 0.03). The restricted equilibrium error (ECM), WZv is presented 
in figure 11.4. The right-hand graph, which gives the equilibrium error 
conditioned on the short-run dynamies, seasonaI and other dummies and 
trend, WR1t, clearly indicates an excess of money during the bank: 
employee strike. The left-hand graph is naturally non-stationary, because 
it has seasonaI variation. The right-hand figure, however, is more 
revealing because the short run variation has been removed. 

Table 11.13 Testing the structural hypothesis 

1 linear restriction on 1 ~ vector 
LR test, X2(1) = 1.94, p vaIue 0.16 

VariabIe 

(m - p) 

y -
1 

Equation 

l1(m - p) 
l1y 
M 

EigenvaIues, /.., 

~ matrix 

a matrix 

.1255 

~1 
1.0000 
-.8777 
1.5000 

~1 
-.1179 
.0863 

-.0525 

11 When the estimation period is extended to the full sampIe period, the scale eIasticity is 
0.856. 
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Figure 11.3 Recursive ~, loadings of money demand 
relation 
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11.2 Testing the Rational Expectations 
Hypothesis 

To test the rational expectations hypothesis 1 have estimated directly 
the Euler equation (7.2). To estimate the expectations term, E/:Jnt+l' 1 
used lagged tMnt and et as instruments and to correct the standard 
errors of estimates, 1 used the correction recommended by Hansen 
(1982) and Hansen and Hodrick (1980). 

The lag length of the instruments is 12. The constant, seas0nal 
dummies and shock dummies presented in the beginning of this part, 
are used in estimating both the expectation and the Euler equation. 
The estimated results are reported in table 11.14. 

Table 11.14 Direct estimation of Euler equations 

Constant 

-0.1935 
(0.06776) 

-0.4435 
(0.03664) 

-0.1035 
(0.09604) 

Presetting Ö = 0.95 

-0.06764 
(0.02251) 

-0.1523 
(0.01274) 

Autocorrelation-corrected standard errors in parenthesis. 

The estimation results are poor. The discount faetor Ö, which should 
lie between 0 and 1 is negative. It does not differ significantly from 
zero. The adjustment term has a wrong sign and it differs significantly 
from zero. The discount faetor is set at 0.95, which means the interest 
rate is about five per cent. That improves the result, but the adjustment 
term still has a wrong sign. The rational expectations hypothesis is not 
supported by the data. ' 

An'-a1temati.v~ approach is that of Ciiil1pbell fuid Shillar (1987), 
folIowing the modifications proposed by Engsted and Haldrup (1991). 
The test method is presented in chapter 7. First, we use the V AR 
model to get matrix A in equation (7.8). The adjustment coefficients 
can be obtained from Johansen's VAR model when GDP and the 
interest rate are weakly exogenous, so (111 -1 ) = -0.1282. The 
discount faetor gets the value Ö = 0.95, as before. The constant and 
the shock and seasonal dummies are inc1uded in both the V AR model 
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and the model in which we test the hypothesis 11mt = L1mt*. So the 
model is 

(11.1) 

We use the F test for the hypothesis Ho: 000 = 00
1 

= O. 
The estimation result for model (11.1) is presented in table 11.15. 

The F test of the hypothesis rejects the null of zero coefficients (p 
vaIue 0.04). Thus, the Campbell and Shiller (1987) approach provides 
only minor support for the rationaI expectations hypothesis and for the 
forward-looking loss function approach. 

Table 11.15 Test of rational expections 

Variable coefficient stand.ard error t-statistic 

Constant 0.190 0.0839 2.261 
&n* 0.360 0.161 2.238 
IBR 0.333 0.492 0.676 
UIP 0.0240 0.04870 0.494 
DSPEC -0.0194 0.00863 -2.255 
TAX -0.0343 0.01170 -2.920 
STRlKE 0.0571 0.00830 6.886 
FREETAX 0.0638 0.01170 5.458 
csl -0.0510 0.00519 -9.827 
cs2 -0.0288 0.00572 -5.034 
cs3 -0.0510 0.00517 -9.869 
cs4 -0.0361 0.00521 -6.942 
cs5 -0.0387 0.00519 -7.447 
cs6 -0.0167 0.00533 -3.140 
cs7 -0.0475 0.00512 -9.273 
cs8 -0.0213 0.00932 -2.289 
cs9 -0.0546 0.00592 -9.233 
cslO -0.0444 0.00511 -8.688 
cs11 -0.0446 0.00505 -8.825 

11.3 Structural Made! far Real Balances 

The basis for the structuraI modelling is the unrestricted V AR model 
estimated for the long run anaIysis. We now continue the anaIysis with 
fixed, estimated ~. The model is presented in equation (5.4) on page' 
34, but now f3 is considered to be fixed. 
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Hereafter, a = [l - 1 -0.856 1.5]' is called the error correction tenn 
ECl'.1. Interest rate selnielasticirj is set at 1.5. 

(11.2) 

The first step in the structural modelling is to condition some of the 
variables. 

One result from the long run analysis is that the interest rate is a 
driving force (common trend) of the system and thus determined 
outside the system. The natural way to reduce the dimensionality of 
the system is to condition on the interest rate. That does not affect the 
estimation of the system if the interest rate is weakly exogenous for 
the parameters of interest. The parameters of interest at this stage of 
the study are the short run and long run structural parameters of the 
model. The hypothesis for weak exogeneity of interest rate for the 
short run, and the long run parameters are tested using an F test.12 

The test result is convincing. The null is c1early not rejected (p value 
0.293). Thus the folIowing analysis can be conditioned on current and 
past interest rates. 

The conditional model was estimated recursively using OLS. The 
forecasting analysis indicated failure in forecasting the development of 
money change at the end of 1990 and beginning of 1991. An extra 
dummy variable (WITHDTAX) was added to capture the turbulence at 
the end of 1990 and beginning of 1991. At that time, the taxation of 
bank accounts changed so that the withholding tax became an optional 
fonn of taxation. The tax rate was 15 per cent. The estimation period 
is extended to September 1991. 

The structural model for narrow money, estimated by FIML, is 
quite simple. The standard errors are given in parenthesis below the 
point estimates. 

12 What we really test is whether all the lagged differences of real money and GDP 
indicator and the a coefficient of the ECM in the interest rate equation are zero. This 
joint test can be an F test. The idea is formalized on page xx. 
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cr 

AYt = 

cr 

-.357 Mt -.033 
(.01183) 

+.098 
(.11861) 

-.140 ECMH 

(.0~422) (.00846) 

.011189 

.106 ECMH -.391 M t- 1 
(.04121) (.13024) 

-.459 ·AYH -.233 AYt-2 

(.08224) (.08049) 
.013162 

TAXt +.056 STRIKEt 

(.00843) 
WITHDTAX

t 
(11.3) 

(11.4) 

The model is essentiaIly the reduced form model with restricted 
parameters. The reason for the lack of a simultaneous effect is 
probably that a month is too short a period for GDP to reflect changes 
in the money stock. The construction of the error correction term is 
presented in equation (11.2). The model encompasses13 the VAR. 
The LR test for over-identifying restrictions has a p value of 0.90. The 
seasonal coefficients and constarit, with standard errors, are presented 
in table 11.16. 

Table 11.16 Constant and structural seasonal coefticients 
forMl 

Variable !l(m - p) y 

coeff. cr(S.E.) coeff. cr(S.E.) 

Constant .4409 0.0990 -.3042 .1190 
cs1 -.0484 0.005336 -.0616 .005855 
cs2 -.0258 0.005318 -.0241 .007230 
cs3 -.0391 0.005208 .0161 .007251 
cs4 -.0327 0.004979 .0298 .006420 
cs5 -.0318 0,004903 .0370 .006263 
cs6 -.0143 0.004988 .005169 .006053 
cs7 -.0411 0.004863 -.1551 .005805 
cs8 -.0180 0.006587 0.0184 .0135 
cs9 -.0365 0.005054 0.0474 .0132 
cs10 -.0372 0.004960 0.0455 .0119 
cs11 -.0393 0.004962 0.0101 .006394 

13 According to Hendry (1989): " ... a test of over-identifying restrlctions is equivalent to 
a test of the restrlcted reduced form parsimoniously encompassing the unrestrlcted 
reduced form. Ifthis hypothesis is not rejected, the model constitutes a valid reduction of 
the system and as such is more interpretable, more robust and (being lower dimensional) 
allows more powerful tests for mis-specification." Encompassing here means that the 
smaller model explains all features of the data that are explained by the VAR model. 
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The correlation matrix of the reduced form residuals shows that there 
is hardly any simultaneity in the residuals either (table 11.17). The 
residuals (see figure 11.15) easily pass the normality test and are not 
autocorrelated. 

Table 11.17 Residual analysis 

Reduced form residual correlation matrix 

Equation il(m-p) ily 

il(m - p) 1.0000 
ily .0629 1.0000 

Residual diagnostics 

Equation Mean Std.dev. Skew. kurt. Norm. X2(2) 

il(m - p) -.000001 1.003670 -.031930 .106530 .085 
ily .000001 1.003670 -.171257 .576793 2.494 

Autocorrelation 21fT = 0.17678 

Equation Ilag 2lag 3lag 4lag 5lag 6lag 7lag 8lag 

il(m - p) -.0970 .0094 -.1593 .1243 -.0805 .0000 .0003 .1610 
ily .0183 .0075 -.0735 -.0916 .1007 .1872 .0831 .0930 

The nice picture of residuals is complemented by the nice fit. Figure 
11.6, together with the structural equations, reveal some key features 
of the monetary transmission mechanism in Finland. First of all, the 
demand for money daes not depend on any lagged differences. So, 
money changes adjust fully, not partially, to changes in the 
explanatory factors and in the long run money demand relationship. 
The interest rate changes have an immediate effect on the demand for 
money; other effects come with a lag. The demand for money is 
affected by tax changes involving savings and time deposit accounts 
in banks. Thus the madel is not very suitable for analysing tax policy, 
because _taxes are not separately modelled. The stable, desired, level of 
money, henceforth referred to as excess money, has a marked etfect 
on the change in money. The short run interest rate semi-elasticities 
are much smaller than the long run elasticities; bath have negative 
signs. The reason for this might be that in the short rmi agents do not 
have possibilities or do not care to adjust their balances very much to 
changes in the interest rate. The long run elasticity is much higher, 
because in the long run money balances are adjusted completely, after 
changes are considered to be permanent. 

94 



Figure 11.5 ResiduaIs 
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The GDP change is mostly affected by its own lagged values. Interest 
rate changes have some effect too, but not immediately. They occur 
within a month. One should note that the model for GDP changes is 
not satisfactory in the economic sense; the informatiOli set was 
originally chosen for purposes of analysing money demand. However, 
the model is data consistent; it describes the systematic variation 
present in the data. A great deal of the variation in the GDP indicator 
is due to its seasonal pattem. 

One of the most interesting features of the model is that excess 
money seems to have a real effect. This seems quite natural, as 
transactions cannot be carried out without money. Policy affecting the 
demand for money will have positive effects on GDP growth. During 
the model period - the period of fixed exchange rates and free capital 
movements - money was endogenous. Money demand was controlled 
only by changes in capital gains taxation. 

An interesting outcome of the nominal analysis was that excess 
money did not have any irrflation effect. This result was not verified 
by any test, but is indicated in table 11.5 on page 81. The a 
coefficient of the second cointegration vector in the irrflation (flp) 
equation is negative (-0.009), implying that excess money would 
lower the price level. 
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12 Models for Broad Money 

Broad money (M2) consists of Ml and time deposits. The main trends 
in M2 were described in chapter 8. The estimation period is January 
1980 to September 1991. In some cases the last 12 observations are 
sayed for forecasting analysis. 

12.1 Long Run Relations' 

The long run analysis follows the same strategy as the analysis of Ml. 
The larger size of the system complicates the analysis. Several 
cointegration relations are found. I(2)-ness causes some difficulties. 
The choice of variables is not obvious, so several specifications are 
tried. 

12.1.1 Norninal Balances 

The model for M2 is like the model for Ml augmented with credit 
stock, which measures the financial deregulation of the eighties. It 
also measures the wealth effect of money demand by representing 
housing price developments1

• The predetermined variables, constant 
and shock and seasonal dummies are as in the unrestricted model of 
nominal Ml. The lag length, k, of the system is four. The vector of 
system variables Zt includes the following: 

m logarithm of monetary aggregate M2, 
p logarithm of consumer price index, 1985 = 100, 
Y logarithm of GDP volume index, 1980 = 100, 
1 three month money market rate divided by100, 
cr logarithm of banks' reallending (credit), deflated by the CPI. 

Some other specifications are presented in the last section of the 
chapter. We first estimated the unrestricted VARas in the previous 
chapter. 

1 See Takala and Pere (1992) describing the co-movement of banks' reallending and real 
house prices. 
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The residual perfonnance of the system is not quite satisfactory 
(table 1.2). Some non-nonnality in the fonn of excess kurtosis exists 
in almost every equation. Fortunately, autocorrelation is not a problem. 

Table 12.1 Residual analysis 

Residual diagnosties 

Equation B-P.Q(34)/30 ARCH(4) Skewn. Kurto. Norm. X2(2) R2 

lYn 1.1092 1.0519 0.3326 1.4088 13.9558 0.8750 
/),p 0.9447 25.6718 0.0802 2.1180 25.9425 0.6835 
/),y 1.0437 6.7152 -0.0553 0.9167 4.9021 0.9657 
M 1.6033 4.6993 0.1269 2.4112 33.8009 0.3916 
/),cr 1.4574 7.1599 -0.1067 0.2429 0.6012 0.5587 

Autocorrelation 2/ {i =0.17025 

Equation· 1 lag 21ag 31ag 41ag 51ag 61ag 71ag 81ag 

lYn -0.100 -0.157 0.050 0.049 -0.013 -0.079 -0.105 0:103 
/),p -0.052 0.081 -0.071 -0.129 0.052 -0.106 0.022 -0.152 
/),y 0.007 -0.052 -0.149 -0.154 -0.007 0.075 0.062 0.028 
M -0.060 0.014 0.020 -0.055 -0.122 0.273 -0.209 0.025 
/),cr 0.008 0.020 -0.059 0.031 0.098 -0.078 -0.070 -0.117 

To perfonn the 1(2) analysis, we first specify the cointegration rank. 
According to the sequence of trace tests (next-to-last column in table 
of test statisties 12.2) the cointegration rank is three, i.e. r = 3. Using 
the row where r = 3 and starting the testing from the leftmost non
zero test statisties, we test the hypothesis s = 0, which is rejected. The 
next hypothesis, s ~ 1, is not rejected. So, the system has one (p - r 
- s = 5 - 3 - 1 = 1) 1(2) common trend (table 12.2). The 1(2) system 
has two linear combinations which bring the 1(2) variables down to 
1(0). We call them stationary linear combinations. The second vector 
of the stationary linear combination of the system variables can be 
interpreted as the money dem~d. The first one could be a sort of 
"aggregate demand". The driving 1(2) common trend is dominated by 
real money and credit describing the driving force of the banking 
sector. Tne connnon trend has both sides of t.~ebanks' balfuice sheet 
in real tenns. It could be described by the equation m - p - er = 

. stochastic trend. 

2 Overly strong conc1usions should not be drawn, because we do not know the standard 
errors of the estimates. 
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Table 12.2 Testing I(2)-ness 

p-r r T(r,s) T(r) 95 % 

5 0 268.3107 168.7329 95.2021 51.8961 19.1320 112.5142 68.524 
4 1 169.7178 95.3519 33.5066 .5397 71.4339 47.210 
3 2 70.7057 22.7851 1.0042 38.1583 29.680 
2 3 39.3876 .6107 13.7734 15.410 
1 4 .8189 1.2538 3.7620 
95% 68.524 47.210 29.680 15.410 3.7620 

Stationary linear combinations 

m 1.00 -1.00 
p -.55 1.05 

Y -.74 1.03 
1 -.26 -0.87 
cr -.69 0.35 

m .015 
p -.011 
Y -.002 
1 -.008 
cr -.016 

One can do the nonnal 1(1) analysis· too. Then one obtains different 
types of "cointegration vectors", by definition, than in the 1(2) analysis. 
When perfonning the nonnal 1(1) analysis in the presence of 1(2)-ness, 
the cointegration relations represent linear combinations which bring 
the 1(2) variables down to 1(1). With this exception, the interpretations 
are as in the 1(1) analysis. The nonnal 1(1) results are presented in 
table 12.3. The interpretation of the cointegration vectors is not very 
dear. The third cointegration vector has the properties of the demand 
for money. The second one has the "aggregate demand" properties. 
For more carefull analysis, the cointegration space should be restricted. 
Price homogeneity seems to be present. in two out of three vectors. 
Oneinteresting point is. that the. interest rate could be exduded from 
the system. 

When comparing the estiInated linear combinations in the 1(2) and 
1(1) analyses, the common feature is that price homogeneity seems to 
be present in those vectors which can be interpreted as . demand for 
money. We do not have the statistical tools to explicitely test such a 
strucrural hypothesis in the 1(2) system. Despite the lack of exact 
statistical evidence, we continue the analysis of M2 in real tenns. . 
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Table 12.3 "Significance" of ~ and a 

/3 matrix 
(test stat. of exc1usion, approx. X2(1) 

Varlable /31 /32 /33 /34 /35 
m "-.3161 -1.4117 1.0000 1.0000 1.0000 

(.14) (3.61) (10.65) (6.41) (1.85) 
p 1.0000 .8203 -.9708 -1.2451 -1.2270 

(1.85) (1.82) (9.35) (4.68) (.72) 

Y -.6997 1.0000 -1.1991 2.2619 -.2651 
(.72) (1.73) (8.76) (11.00) (.99) 

1 .7444 .3926 1.0539 3.3894 -.9176 
(.99) (.31) (5.26) (9.21) (.11) 

cr .1611 .9700 -.3359 -1.0952 -.4166 
(.11) (6.34) (7.53) (8.72) (1.00) 

a matrix 
(test stat. of weak exogeneity, approx. x2(1) 

Equation /31 /32 /33 /34 /35 
!::Jn -.0444 -.0617 -.0363 -.0028 -.0164 

(2.73) (7.48) (9.24) (.47) (3.73) 
l1p -.0317 .0372 .0022 -.0052 -.0013 

(3.73) (8.88) (9.99) (10.96) (1.61) 
l1y -.0668 -.0785 .2632 -.0162 .0207 

(1.61) (1.40) (11.14) (7.98) (.47) 
M .0158 -.0086 -.0908 -.0332 .0147 

(.47) (.07) (3.35) (8.24) (.48) 
l1cr -.0187 -.0697 -.0279 .0257 .0105 

(.48) (7.16) (2.09) (8.80) (.00) 

12.1.2 Real Balances 

The model for real M2 is further augmented with the inflation rate, 
which is assumed to represent the own-yield of fixed property. The 
tests for linear rrend and cointegrauon rank reveal that thefe is no' 
linear trend in the model and the cointegration rank is two (table 
12.4). 

The residuals are fine (table 12.5) except for non-normality in the 
interest rate equation" and conditional heteroscedasticity in the GDP 
equation. Also, the lower multiple correlations could indicate that the 
interest and inflation rates are determined outside the system. 
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Table 12.4 Testing for presence of Iinear trend in 
the model for M2 

no Iinear trend Iinear trend 

Ho Ai trace test critical vaIue Ai trace test critical vaIue 
(90 %) (90 %) 

r= 0 0.226 86.33 71.86 0.216 80.04 64.84 
r::;;1 0.169 50.81 29.64 0.164 46.45 43.95 
r::;;2 0.105 25.15 32.00 0.095 21.68 26.79 
r::;;3 0.067 9.92 17.85 0.055 7.94 13.32 
r::;;4 0.002 0.29 7.53 0.001 0.18 2.68 

\-

Table 12.5 Residual analysis 

Residual diagnostics 

Eq. B-P.Q(34)/30 ARCH(4) Skewn. Kurt. Norm. X2(2) R2 

l1(m-p) 0.9272 1.4714 0.1781 0.9077 5.4670 0.8487 

Y 0.9226 9.0388 -0.0671 0.8220 3.9887 0.9666 
M 1.5767 5.3032 0.1309 2.1069 25.9187 0.3931 
M 12P 1.6722 17.0210 -0.3414 0.6375 5.016 0.17596 
I1cr 1.7385 7.2299 -0.1280 0.2457 0.723 0.56438 

AutocorreIation 2/ fi = 0.17025 

Equation lIag 2Iag .3Iag 4Iag 5Iag 6Iag 7Iag 8Iag 

l1(m -p) -0.077 -0.118 0.019 0.099 0.036 -0.101 -0.041 0.113 
l1y 0.016 -0.050 -0.149 -0.149 -0.020 0.081 0.022 0.051 
M -0.049 0.013 0.012 -0.072 -0.101 0.267 -0.165 0.003 
M 12P -0.036 0.023 -0.059 0.030 0.083 -0.035 0.040 -0.205 
I1cr 0.007 0.048 -0.076 0.042 0.096 -0.072 -0.055 -0.162 

101 



Table 12.6 Stationarity testing 

LR test, x2(p - r) 

dgf (m - p) y 1 ·1!J.12P cr 

4 .00 29.50 18.67 31.11 30.37 
3 20.73 20.57 10.72 22.34 20.69 
2 11.35 11.30 4.50 14.19 11.36 
1 7.33 7.39 2.92 8.67 7.29 

Table 12.7 Testing exclusion 

LR test, x2(r) 

dgf (m - p) y 1 I!J.12P cr 

1 3.83 .43 1.20 .38 6.22 
2 11.84 9.16 4.55 .97 10.76 
3 15.94 13.48 . 8.43 1.57 16.04 
4 20.46 20.44 17.62 8.69 20.40 

Table 12.8 Testing weak.-exogeneity with respect to a and ~ 

LR test, x2(r) 

Dgf (m - p) y 1 I!J.12P cr 

1 7.04 2.19 .02 1.72 6.38 
2 12.52 12.62 2.34 2.12 9.10 
3 12.73 16.85 5.35 3.05 14.63 
4 21.79 23.65 12.14 5.69 23.03 

According to the stationarity tests, none of the variables is stationary 
(table 12.6). Only the interest rate has some hint of stationarity. The 
interest and inflation rates are aIso on the border of being excluded 
from the system (table 12.7). We do not exclude them. The same two 
variables are aIso indicated for weak exogeneity (table 12.8). The joint 
test for weak exogeneity of the interest and the inflation rate witp. 
respect to long run parameters (table 12.9) is not rejected (p vaIue 
0.25). 

The second cointegration vector has the properties of money 
demand; the first one could represent the cointegration of money and 
credit. The joint test of the money-credit relation and the GDP 
homogeneity of money demand (table 12.10) is not rejected (p vaIue 
0.22). The stationarity of the velocity of money is clearly rejected. 
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Table 12.9 

Table 12.10 

Testing the structural hypothesis 

2 linear restrictions on a, 
LR test, X2(4) = 5.44, p vaIue 0.25 

EigenvaIues, A 
.2171 .1472 

P matrix 

VarlabIe P1 P2 
m 1.0000 1.0000 
Y -.0854 -1.4017 
1 -.6567 .4805 
1112P -.2688 .1681 
er -.6836 -.2853 
Constant -1.8852 1.3067 

a matrix 

Equation P1 P2 
l1(m - p) .1101 -.0256 
l1y .0927 .2527 
M .0000 .0000 
M12 .0000 .0000 
l1er .0970 -.0460 

Testing the structural hypothesis 

VarlabIe 

(m-p) 

Y 
1 
I112P 
er 
Constant 

Equation 

l1(m-p) 
l1y 
M 
M 12P 
!!:.er 

4 linear restrictions on 2 P vectors, 
LR test, X2(2) = 3.06, p vaIue 0.22 

EigenvaIues, A 
.2096 .1697 

P matrix 

P1 P2 
-1.4584 1.0000 

.0000 -1.0000 

.0000 .7261 

.0900 .1735 
1.0000 -.3883 
3.3377 .1698 

a matrix 

P1 P2 
-.0830 -.0619 
-.0547 .3234 

.0105 -.0905 
-.0103 .0206 
-.0936 -.0553 
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The impact matrix C(I) in the moving average representation reveals 
the exogeneity feature of the interest and inflation rates (table 12.11). 
The interest rate cumulative residuals dominate in the money, interest, 
price and credit equations and, along with the cumulative price 
residuals, in the GDP equation also. The above reasoning is valid only 
if the variances of the impulses of interest rate and inflation are about 
the same size as the variance of the other impulses. So the coefficients 
should be scaled according to their variances. Correlation between 
residuals would also disturb the analysis. 

The cumulative price residuals play an important role in !the 
interest and GDP equations. The third common trend vector is 
dominated by inflation. The nominal growth could be a driving force 
of the system. The real money - credit relation (the second common 
trend vector) also seems to be a candidate for a common trend. 

Table 12.11 MA representation and decomposition of trend 

The impact matrix C(1) for the MA representation 

Equation E e(m_p),t Eey,t Ee[,t Ee",!"t Eeer,t 

(m - p) 1.8147 -.3095 .0052 -1.365 -.5782 

Y -1.4535 1.0556 2.9383 -4.3718 1.7364 
1 -1.6285 .9315 3.1303 -2.4490 1.5510 
/),12P -.1193 -.2049 -1.0564 -.8090 .7722 
cr 5.6252 -2.0425 -7.9508 3.2510 -5.5758 

a.L (= alpha-orthogonal) 

Equation 
(m - p) 43.3190 -118.4148 3.0945 

Y 18.8300 5.6765 33.7947 
1 90.3521 64.9892 69.9447 
/),12P 71.8191 62.9104 -184.8210 
cr -115.3965 135.5560 .9610 

In the restricted B-space (table 12.10 and figureI2.13
) the money 

dem3Ild vector dLffen.; from pistonco:\ 1 estLlTIates af !he sC81e elasticity 
of money demand. The usual scale elasticity has been about 1.6 in 
Finland, but the financial deregulation correction (credit expansion) 
captures some of the effect of the scale variable. The interest rate 

3 As in the analysis of Ml, one should present here the relation ~Rlt' which represents the 
cointegration relation corrected by short run dynamics and deterrninistic variables - such 
as constant, seasonal dummies, shock dUIInr.ies. However, in spite of the non-stationary 
seasonal variation, the se figures are easier to interpret. 
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elasticity has the expected size, slightly less than one. The first 
cointegration vector shows the cointegration relation of both sides of 
the bank's balance sheet. The other hypotheses derived from the 
former studies are clearly rejected. The early period for the first error 
term (left side of figure .12.1) describes tight credit policy before the 
deregulation of central bank financing. 

The recursive trace tests show that the special taxfree 24-month 
time deposit accounts affected the ~-space. The estimates, however 
recovered from the shock quite rapidly (figure 12.2). The recursive 
trace test is disturbed by the p - r eigenvalues, which are in fact zero 
but are computed and used in the test statistic. So, the unstable picture 
given by the recursive trace test is not in fact alarming because it only 
reflects the eigenvalue problem. Thus, the recursive analysis cannot 
malm effective use of the recursive trace tests. The loadings are 
estimated recursive1y for fixed ~. So ~ is not estimated recursively. 
The recursive estimation of the loadings in the money equation reveals 
the diminishing absolute value of the loadings (figure 12.3). This 
increasing exogeneity feature could be explained by tax incentives for 
time deposits, which are not modelled here. The backward recursion 
seems quite unstable too (figure 12.4). Therefore, there is a danger that 
the M2 system is not stable enough for forecasting purposes. 
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Figure 12.2 Recursive trace tests 
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Figure 12.3 Recursive estimation of loadings in the money 
equation 
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Figure 12.4 Backwards recursive estimation of loadings in 
the money equation 
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12.1.3 Some Altemative Models 

The choice of model is not always easy. In practice, one cannot rely 
only on information criteria. Economic interpretability is an important 
criterion. U sually, one tends to choose a model that satisfies a priori 
expectations. Unfortunately, these expectations are hardly ever 
formulated explicitly and tested properly. 

The desired, though unstated, property of the model presented 
above is that the scale elasticity shouldbe c10se to unity. That is the 
reason for inc1uding credit in the equation. So it is quite natural that 
one of the cointegration vectors reflects both sides of the banks' 
combined· balance sheet. 

According to the results of Juselius (l991b and 1991c), scale 
homogeneity is an achievable property. However, in the earlier studies 
of Finnish M2, scale elasticity has been around 1.6. The money 
demand studies of Juselius also suggest that the linear trend· could be 
inc1uded in the model to capture the unmodelled variables in the 
aggregate demand cointegration vector. Some models which satisfy 
these conditions and fit the full sample data well are presented in this 
section. 
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Model excluding credits 

The model with linea! trend in the cointegration relation and no credit 
variable is estimated with four lags and the same set of non-stochastic 
variables as above. The estimation period is January 1980 to October 
1991. The cointegration rank is tested to be two. The estimated 
unrestricted cointegration space is presented in table 12.12. 

Table 12.12 Cointegration space, model with linear trend in 
cointegration space 

Variable 

(m - p) 
y 
1 

Lli2P 
Trend 

Equation 

Ll(m - p) 
Lly 
M 

M 12P 

Eigenvalues, A 
.2042 .1487 

~ matrix 

~1 
-1.8010 

1.0000 
3.8794 
2.9008 

0.0100 

a matrix 

~1 
-.0184 
-.0370 
-.0088 
-.0218 

~2 
1.0000 

-1.2437 
1.0225 
0.0948 

-0.0027 

~2 
-.0808 

.1236 
-.0419 

.0319 

The second cointegration vector has the properties of money demand. 
The linea! trend does not differ from zero (see table 12.13). The first 
cointegration vector has the main properties of aggregate demand, 
where the linea! tre~d represents technological change and missing 
factors. Inflation has a diminishlng effect on aggregate demand, wmch 
does not correspond with intuition. The loading matrix can be 
interpretated as above. One should note that only the cointegration 
space is well defined at this stage. 

Inflation could be' excluded from the cointegration space. The p 
value for the exclusion test is 0.26. Serious problems arise, because 
the interest rate is close to trend stationary: the p value for the null of 
trend stationarity is 0.08. To identify the money demand relation in the 
cointegration space, the interest rate elasticity is restricted to unity and 
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linear trend is excluded. The fonner restriction has no a priori 
justification and is thus arbitrary. The restricted cointegration space 
and the loadings are presented in table 12.13. Unfortunately, this 
attractive model is far from being stable; even the signs of the 
elasticity estimates in the cointegration relations change when the 
estimation period is shortened. To continue the analysis with such a 
model would only be fooling oneself. 

Table 12.13 Restricted cointegration space; model with 
linear trend in cointegration space 

Variable 

(m - p) 
y 
1 

A12P 
Trend 

Equation 

A(m - p) 
Ay 
M 
M 12P 

Eigenvalues, A 
.190 .194 

~ matrix 

~1 
1.0000 

-2.1361 
1.0000 
0.8174 

0.0000 

a matrix 

~1 
-.082 

.090 
-.024 

.010 

~2 
-1.6791 

1.0000 
2.2579 
1.9052 

0.0087 

~2 
-.008 
-.069 
-.005 
-.034 

Model with own-yield of money 

Since 1991, transactions accounts have been interest bearing. The 
introduction of the interest withholding tax has led to . a rise in the 
interest rate on bank accounts. Competition among banks has also 
been a faetor in the rising yield on bank accounts. The yield of bank 
accounts has since attained importance in the money demand context. 
The average interest rate on bank accounts does not exist for the 
period before 1984. But because of its close connection with the Bank 
of Finland' s base rate, it can be artificially generated for the early 
1980s. The series is presented in figure 12.5. Despite the disadvantage 
in using such aseries and the interpretational difficulties, 1 have 
estimated a model using the series. The bond yield (see figure 12.6) is 
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Figure 12.5 

7.5 

7 

6.5 

Own-yield of M2, prior to October 1984, 
generated 

• difference 
1.2 

.. 

~ 
V 0.8 

IV' 0.6 

/n 6 
0.4 

111.1,1, ~ 111'-' 
1" l' IV IV ~ 

H 
A 

/ 
j V 

V 

5.5 

5 

0.2 

o 

-0.2 

-0.4 

vr 4.5 
-0.6 

4 -0.8 
80 82 84 86 88 90 Nov 80 82 84 86 88 90 Nov 

Year Year 

Figure 12.6 Bond rate 

difference 
16 1.6 

15 1.2 

14 
~ 

0.8 

N IA A ~~ 
r W IV 

IL f 
V f -t --- - - - .-

IA 
v VI 

VvJ 

13 

• 12 

11 

0.4 

0 

, 
-0.4 

10 -0.8 

9 -1.2 
80 82 84 86 88 90 Nov 80 82 84 86 88 90 Nov 

Year Year 

110 



added as a measure of the opportunity cost of money. A consequence 
of this is that the bond rate displaces the short run interest rate in the 
cointegration relation. 

The estimation period and predetermined variables are the same as 
above. Again, the change in estimation period dramatically affects to 
the results. Thus, one might well be suspicious of these results. The 
volatility of the bond rate was also included in the model. The 
exclusion of bond rate volatility (computed as a 12-month moving . 
variation coefficient) was tested and found to be clearly excludable 
from the cointegration relation4

• 

The initial set of variables consisted of real money (M2) , GDP, 
average own-yield of money and, as measures of the opportunity costs 
of money, inflation, the short rate and the bond rate. The constant was 
restricted in the cointegration relations and the predetermined variables 
are as above. The cointegration rank was tested to be four in the first 
step. The system was reduced when the short rate and inflation did not 
enter the cointegration relation. They were excluded in the second step 
and the rank of the reduced system is two. Because of the 
deterministic nature of the own-yield of money the model was 
conditioned on it. 

The model fits the data quite well (table 12.14). The only problem 
is the non-normality of residuals for the money equation. This excess 
kurtosis is caused by the peak in December 1985, for which there is 
no special reason. The second cointegration vector in an unrestricted 
cointegration space has the properties of the demand for money. The 
interpretation of the first (stronger) cointegration vector is not so 
straightforward. The own-yield of money seems to dominate it (table 
12.15). The natural consequence is that the cointegration space is not 
identified in the economic sense. 

4 Koskela and Viren (1986) have found it to be a significant variable detennining US 
money demand. 
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Table 12.14 Residual analysis 

Equation mean variance max min R2 

M1 0.0000 0.0000 0.0264 -0.0136 0.8532 
~y 0.0000 0.0001 0.0302 -0.0306 0.9686 
Mb 0.0000 0.0000 0.0102 -0.0071 0.3801 

Residual diagnosties 

Eq. B-P.Q(31)/27 ARCH(4) Skew EX.Kurt Norm·xZC2) R2 

M1 0.8719 
~y 0.7186 
Ib 1.0068 

EquatlOn 11ags 

M1 -0.068 
~y 0.058 
Mb 0.032 

Table 12.15 

0.8383 0.6650 2.2902 36.5298 0.8532 
8.9290 -0.3336 0.7013 4.8799 0.9686 
0.4002 0.2601 0.7807 4.5836 0.3801 

Autocorrelation 2/ fi = 0.17889 

21ags 31ags 41ags 51ags 61ags 

-0.058 0.024 0.125 0.040 -0.073 
-0.038 -0.103 -0.018 0.015 0.112 

0.018 0.010 0.147 0.118 -0.071 

Non-restricted cointegration space 

Variable 

M 
Y 
Ib 
Id 
Constant 

Equation 

M1 
y 

lb 

Eigenvalues, A, 
0.2904 

~ matrix 

~1 
-0.2102 

0.2237 
1.0000 
4.3332 
0.5210 

a matrix 

~l 
-0.1581 
-0.4410 
-0.1469 

71ags 81ags 

-0.103 0.043 
0.086 0.035 

-0.029 -0.041 

0.1812 

~2 
-0.5588 

1.0000 
-1.3349 

4.4074 
-0.4243 

~2 
0.1654 

-0.4117 

The hypothesis that money is not present in the first cointegration 
vector and that the deposit and bond rates enter the cointegration with 
identical coefficients is not rejected (p value 0.17). The consequence is 
that the non-restricted cointegration vector - money demand - has 
very large interest rate elasticities. The system is not economically 
identified (table 12.16). For example, if one takes a linear combination 
W = ~1 + ~2' the new vector satisfies the criteria of money demand. 
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Neither GDp, bond rate nor own-yield is stationary. None of the 
variables is weakly exogenous on the long run parameters. 

The system can be identified by imposing a new restriction on the 
money demand vector. For example, when GDP semi-elasticity is 
restricted to two or to 1.8 (table 12.17), which easily pass the test, the 
system is identified. The restrictions, however, are arbitrary. 

Table 12.16 Structural hypothesis test 

2 linear restrtctlons on 1 ~ vector, 
LR test, X2(1) = 1.91, p vaIue 0.17 

EigenvaIues, A 
0.2632 0.1994 

~ matrix 

VariabIe ~1 ~2 
M 0.0000 1.0000 
Y -0.0490 -1.8570 
Ib 1.0000 5.6991 
Id 1.0000 -5.9549 
Constant 0.1871 0.8976 

a; matrlx 

Equation ~1 ~2 
/)M -0.0891 -0.0586 
AY -1.7475 0.3233 
Ib -0.3076 0.0169 

Table 12.17 Structural hypothesis test 

LR test, X2(1) = 1.89, p vaIue 0.17 

EigenvaIues, A 
0.2631 0.1995 

~ matrlx 

VariabIe ~1 ~2 
M 0.0000 1.0000 
Y -0.0499 -1.8000 
Ib 1.0000 4.4233 
Id 1.0000 -7.2379 
Constant 0.1926 0.6905 

a; matrix 

Equation ~1 ~2 
/)M -0.1674 -0.0579 
AY -1.3305 0.3232 
Mb -0.2870 0.0168 
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When 'the end of the estimation period is changed from November 
1991 to December 1990, the results change substantially. The main 
consequence is that the bond rate is clearly stationary. This feature 
makes it impossible to model it as part of a stable money demand. 
This fragility of the estimation results is a consequence of mis
specification or changing structure, both of which put into question the 
concept of a stable demand for money. For this reason, we return to 
the original model. 

12.2 Testing the Rational Expectations 
Hypothesis 

The presence of two cointegration vectors is puzzling in the context of 
testing the rational expectations hypothesis. One way to avoid the 
problem is, agaist all principles of econometrics, to delete the first 
cointegration vector. Another violation of the principles of 
econometrics is to assume weak exogeneity for the variables other 
than money. The rest of the analysis uses the format for analysing the 
rationality of Ml demand. 

Direct estimation of the Euler equations yields poor estimates, as 
presented in table 12.18. The constant, seasonal dummies and 
exogenous shock dummies have been used to capture the non
stochastic variation in the data in the estimation of expectations and 
the Euler equation. 

Table 12.18 
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Direct estimation of the Euler equations 

Constant 

-0.00892 
(0.00724) 

0.002742 
(0.008009) 

-0.0874 
(0.05546) 

. Presetting Ö = 0.95 

-0.10472 
(0.01535) 

-0.1599 
(0.0~497) 

Autocorrelation-corrected standard errors are in the parenthesis 
below the coefficients. 



As in the anaIysis of narrow money, the results are poor. The discount 
faetor, Ö, does not differ significantly from zero. The adjustment is 
significant, but it has a wrong sign. Adjustment costs cannot be 
negative. Next, the discount faetor was fixed at Ö = 0.95. The results 
are still poor, with the wrong sign for the adjustment cost parameter. 
According to the above results, the rationaI expectations hypothesis is 
not consistent with the data. 

The modified Campbell and Shiller approach was applied next. 
The adjustment coefficient was taken directly from the loadings matrix 
of the long run anaIysis, (Ilt - 1) = -0.06. The discount faetor has the 
fixed vaIue, as before. As in the model for narrow money, the constant 
and shock and seasonaI dummies are inc1uded in the anaIysis. The 
results are presented in table 12.19., The small t vaIues for the constant 
and the change in the desired money level indicate, as does like the F
test (p vaIue 0.394), that this approach does not support the rationaI 
expectations hypothesis either. 

Table 12.19 Test of rational expections ' 

Variable coefficient standarderror t-statistic 

Constant 0.00476 0.00670 0.71 
Ilm* 0.2725683 0.276 0.989 
IBR -0.0405 0.0774 -0.52 
UIP 0.0291 0.0325 0.89 
DSPEC -0.0104 0.00585 -1.77 
TAX 0.0556 0.00813 6.83 
STRIKE 0.0302 0.00569 5.31 
FREETAX -0.00306 0.00806 -0.37 
WITHDTAX -0.0276 0.00809 -3.40 
csl -0.0438 0.00356 -12.28 
cs2 -0.0310 0.00440 -7.05 
cs3 -0.0395 0.00364 -:-10.83 
cs4 -0.0341 0.00347 -9.80 
cs5 -0.0336 0.00345 -9.73 
cs6 -0.0247 0.00360 -6.84 
cs7 -0.0381 0.00345 -11.05 
cs8 -0.0286 0.00767 -3.72 
cs9 -0.0427 0.00362 -11.80 
cslO -0.0372 0.00355 -10.48 
csll -0.0375 0.00347 -10.81 
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12.3 Structural Model for Real Balances 

As in the model for narrow money, the unrestricted VARis an 
essential starting point for the structural modelling of broad money. 
Our primary interest is in the effect of excess money in the money 
and GDP equations. We use the estimated ~ space from table 12.10. 
The error correction terms, i.e. the banks' combined balance sheet and 
excess money, are as follows: 

ECMCR,t = 3.3377 -1.4S84(m -p\ +CTt (12.l) 

ECMM,t = 0.1698 +(m -p)t -Yt +0.72611 +0.17 t112Pt -0.3883cT( (12.2) 

In the analysis of the long run structure, the interest rate and inflation 
rate were found to be weakly exogenous for the long run parameters. 
They may be weakly exogenous for short run parameters. The moving 
average analysis pointed in the same direction, but without considering 
the variances of the components there is liitle more that can be 
conc1uded. Both the interest and inflation rates are determined outside 
the system. The weak exogeneity of these variables for both short and 
long run parameters was tested. The results of separate F tests were 
very convincing. The weak exogeneity restriction for the interest rate 
was not rejected (p value 0.601). The p value for weak exogeneity of 
the inflation rate was even larger, 0.889. The results are so convincing 
that there is no need for joint testing of weak exogeneity for those 
variables. 

Another candidate for a weakly exogenous variable is the credit 
variable. The test statistic, though, does not support this (p value 
0.013). The important point is that we are not very keen on the 
equation, because the other important factors are not inc1uded in the 
information set. Because the final model is estimated using FIML, we 
want to avoid the possible misspecification effects of the credit 
equation on the estimates of the other two equations. In the follm,ving, 
we condition the models on credit. 

The conditional, unrestricted open reduced form model was 
estimated recursively using OLS. The recursive Chow test, with 
September 1991 as a fixed point, shows that there are no structural 
breaks in the money change equation (figure 12.7), but the decline of 
GDP indicates a possible structural break in the GDP equation. So, the 
recursive results are reasonable, at least in the money equation, which 
is the equation of interest. The whole sample period J anuary 1990 to 
September 1991 was used in the estimation. 
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Figure 12.7 Fixed· point (1991M9) Chow tests 
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The Structural models are as follows: 

~(m-p)t = -0.126 Mt +0.414 ~crt -0.293 M 12Pt 
(.064) (0.085) (0.11) 
-0.031 ECMCR,t_l -0.090 ~(m -P)t-l 
(0.019) (0.060) 
+0.041 TAX

t 
+0.029 STRIKE

t 
(12.3) 

(.0075) (.0049) 
+0.159 IDR

t 
-0.017 WITHDTAX

t 

(.088) (.0066) 
0' = 0.006102 

~Yt = -0.355 Mt-1 +0.268 ECMM ,t_l +0.238 ~crt_2 
(0.12) (0.059) (0.13) 
-0.387 ~Yt-l -0.213 ~Yt-2 +0.181 ~(m-p)t (12.4) 

(0.081) (0.076) (0.14) 
0' = 0.01244. 
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The model has reduced form or restricted VAR-model features, except 
for the last (simultaneous) term in the GDP equation. It was significant 
in the 2SLS estimation but not in the reported FTh1L estimation. The 
residual diagnosties are presented in table 12.20. The simUltaneity of 
the model is captured mainly by the coeffient estimates, not the 
covariace of the residuals. The residuals pass the normality test, but 
slight autocorrelation might exist in the money change equation. The 
reason for the rather high normality test statisties in the money change 
equation can be seen in figure 12.8. The peak in December 1985 is 
not fully captured by the seasonal dummies presented in table 12~21. 
The estimated structural model encompasses the V AR model (the p 
value for the overidentifying restrictions is 0.205), not as c1early as in 
the Ml model but still quite convincingly. 

Table 12.20 Residual analysis 

Reduced fonn residual correlation matrix 

i1y Equation 

i1(m - p) 
i1y 

i1(m - p) 

1.0000 
-.0402 1.0000 

Equation 

i1(m - p) 
i1y 

Mean 

-.000000 
.000000 

Residual diagnostics 

Std.dev. Skew. 

1.003670 -.310260 
1.003670 -.253673 

Autocorrelation 2/{i = 0.17678 

kurt. 

.757256 

.302653 

Equation 1 lag 

i1(m - p) -.1929 
i1y -.0034 

2 lag 3 lag 4 lag 5 lag 6 lag 

-.0081 -.0609 .1958 -.0496 .0245 
-.0460 -.1127 -.1506 .0286 .1458 
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Norm. X2(2) 

5.112 
1.902 

7lag 
-.0274 

.0265 

8lag 

.1017 

.0463 



Figure 12.8 Residuals 
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Table 12.21 Constant and structural seasonals for M2 

Variable Ö(m-p) Lly 

coeff. cr coeff. cr 
Constant .0282 0.005948 .0312 0.0101 
cs1 -.0416 0.003693 -.0663 0.0090 
cs2 -.0365 0.002809 -.0350 0.0089 
cs3 -.0401· 0.002760 .0059 0.0102 
cs4 -.0351 0.002753 .0208 0.0087 
cs5 -.0346 0.002654 .0323 0.0083 
cs6 -.0260 0.002662 .0045 0.0071 
cs7 -.0366 0.002735 -.1549 0.0081 
cs8 -.0381 0.002681 .0007 0.0141 
cs9 -.0424 0.002654 .0343 0.0148 
cs10 -.0379 0.002723 .0393 0.0130 
csll -.0395 0.002709 .0087 0.0086 
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Figure 12.9 
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The key message given by the models is dear.· Excess money has 
positive real effects in the long runo The mechanism works as follows: 
Money is measured by M2, with time deposits as the major 
component. Time deposits are not very liquid. Thus, excess money 
cannot be adjusted in the money equation. However, the excess money 
accelerates GDP growth. Because of the illiquidity of time deposits, 
the adjustment is quite strong. The effect is present in the short run 
dynamics also. We must in any case emphasize that, according to 
these FIML estimates, the short run effect does not differ significantly 
from zero. 

The interest rate change has a dear simultaneous negative effect 
on money change. It is not very strong, being weaker than the interest 
rate effect in the long runo It is not surprising that a positive change in 
credit causes a strong immediate positive effect on money change. The 
inflation change has a negative effect on money change, stronger than 
the effect of a change in the interest rate. The interesting point is that 
the short run effect is stronger than the long run effect. Por the long 
run, inflation could be exduded from the excess money relation. Tax 
shocks have effects on money change. This indicates that the model 
should be augmented by a tax variable to make it useful for tax policy 
simulation. Another implication is that there is no use testing the 
strong exogeneity hypothesis. It is rejected because of the significant 
shock dummies. The level of the Bank of Pinland's base rate (IBR) 
has an important positive effect on money change. However, one 
should be carefull in drawing any condusions as to the direction of 
causality in this case. Probably, it is the reverse of our hypothesis. 

The GDP change equation is strongly affected by the excess 
money cointegration relation. Other important factors are the own 
lagged values. This might be an indication of omitted factors affecting 
GDP. The interest rate affects GDP only when lagged once. The real 
sector of the economy does not react within a month. It is quite 
natural that the effect is negative. Another important implication is a 
positive impact for credit. The change in credit affects GDP change 
within two months. The effect has a postive sign. One important 
implication of this is that a credit crunch also has a quick impact on 
production. 
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13 Discussion 

1 have derived the opti.l~al demand for money behaviour using the 
intertemporal expected loss approach. Agents minimize the sum of 
their expected future quadratic losses. Losses are generated by the 
deviation from the desired level of money balances. Following the 
examples of Nickell (1985) it is possible to find a model that can be 
written in the error correction form. Unfortunately, the model is 
restricted to the univariate case. Thus, only one "endogenous" variable 
is allowed. 

The desired level of money is determined by the fbrcing variables. 
To restrict the set of forcing variables, 1 have cited some of the main 
theories of the demand for money. The choice of variables is based on 
these theories. Theoretical models based on different assumptions yield 
results that are nearly identical. The demand for money is determined 
by prices, income, interest rates and probably by the inflation rate. 
Empirical researchers have interpreted the theoretical models quite 
freely, using a variety of measures for these basic variables and have 
supplemented the set with various measures of risk. 

Econometric issues are very important in modelling the demand 
for money. Money demand applications have been an empirical 
benchmark for several new econometric methods. 1 have concentrated 
in the structural issues. For error correction models, the structure can 
be implemented in both the long run and short run parts of the 
models. As Granger (1983) emphasizes, the notion of cointegration is 
the time series analyst's answer to the use of the error correction 
mechanism. Cointegration is always a multivariate problem. 1 have 
used the vector autoregressive approach in this study. Cointegration 
analysis, and hence the multivariate error correction model, can also 
be applied within this framework. 1 have used the FIML approach 
developed by Johansen (1988, 1991). 

Economic theories usually derive an equilibrium relation between 
ecollormc va.riables. The C01titegration approach allows u-s to tost these 
theories, provided they yield empirical consequences. The notion of 
cointegration liberates us from short run disturbances. We can test a 
theory against an altemative, which should contain as few restrictions 
as possible. The unrestricted VARis a natural choice for this 
altemative. 1 have explicitely written down the empirical restrictions 
yielded by theories determining the forcing variables. 1 also tested 
some of them as structural hypotheses for the long runo Some of them 
are rejected so obviously that it is not worthwhile to test them. Some 
testable hypotheses conceming money demand are the price and 
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income homogeneity of money, Baumol's and Miller and Orr's 
. restrictions on income elasticity and the stability of money velocity. 

The cointegration vectors determine the equilibrium relation of the 
variables. 1 have also investigated how the error in equilibrium 
(a shock) affects the system' s endogenous variables. To do that, 1 set 
out a structural model of the endogenous variables. The endogeneity/ 
exogeneity partitioning of the data was based on the statistical 
properties of thedata rather than the (sometimes) misleading economic 
theory. Unfortunately, this could not be done mechanically due to the 
lack of information in thedata set. The data-contradicting conditioning 
of the variable, discussed above, was seen to be harmless. Finally, 
data-consistent structural restrictions have been imposed on the model. 
The testing of residuals for the final model c1early indicates that the 
statistical model fits the data quite well. 

1 took a sidetrack from the V AR approach to the structural model. 
By changing some assumptions, the loss function approach yields a 
rational· expectations model for money demand. The results of the 
analysis of the long run structure can be utilized in testing the rational 
expectations hypothesis if joint weak exogeneity of variables other 
than money is present in the data. The estimation results indicated 
c1early that the rational expectations hypothesis as presented above 
was not consistent with the data. 

1 repeat here the main estimates of the models. The structural 
model for narrow money is 

-.357 M t -.140 ECMt_1 
-.033 TAX

t 
+ .056 STRIKE t + .098 WITHDTAX t 

.106 ECMt_1 - .391 M t-1 - .459 .dyt_1-·233 Llyt-2 

(m -p)t -0.856 Yt + 1.5;lt 

and for broad money: 

.d(m -p)t = -0.126 M t +0.414 .dcrt -0.293M12Pt 

Llyt = 

ECMCR,t = 

ECMM,t = 

-0.031 ECMCRt_1 -0.090 .d(m -P)t-l 

+0.041 TAX t +0.029 STRIKE t +0.159 ffiR
t 
-0.017 WITHDTAX t 

-0.355 Mt-1 +0.268 ECMM,t_l +0.238 .dcrt_2 
-0.387 .dYt-1 -0.213 .dYt-2 +0.181 .d(m -p)t 

3.3377 -1.4584 (m -p)t +crt 
0.1698 +(m -p)t -Yt +0.7261 1+0.17 .d12Pt -0.3883 crt" 
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The inferest rate change effect is stronger in the equation for narrow 
money. Narrow money is more liquid than broad money and can thus 
react more quickly to interest rate changes. The models are not very 
suitable for policy simulation because they are strongly affected by the 
dummies, which capture, for example, tax changes of money 
aggregates. Taxes, of course, are policy instruments. Consequently, the 
testing of super-exogeneity is not usefull here. The system has already 
failed in policy analysis, which is the prime motivation for testing 
super-exogeneity. The dynamic structure, however, makes the models 
quite useful for forecasting. Forecasting analysis showed that the 
forecast performance of the system was fairly good except for perioös 
when policy changes occurred (e.g. the WITHDTAX period). 

In some countries foreign currency is a substitute for domestic 
currency for transactions purposes. In this case part of the demand for 
money is channelled into foreign currencies. Higher foreign interest 
rates or expected devaluation might attract domestic investors too. This 
phenomenon is referred to as currency substitution. In regard to 
Finnish Ml and M2, we found no evidence of currency substitution in 
the 1980s. There are several possible reasons for this. First, the final 
barriers to capital movements were abolished only in the late 1980s, 
prior to which households were not able to substitute other currencies 
for the markka. 8econd, the money measures Ml and M2 are quite 
narrow and are based mainly on the transactions motive for holding 
money. 80, they do not adjust to the rapid changes in interest rates or 
speculative factors. Foreign currency in accounts or in cash do not 
serve these liquidity needs as do the accounts included in Ml. Third, 
devaluation risk was covered by higher domestic interest rates during 
this period. Fourth, the aggregate M2 is composed largely of time 
deposits, which are not highly liquid and are therefore difficult to 
adjust to rapid speculative movements without loosing interest income. 

The long run interest rate elasticities are systematically higher than 
the short run elasticities. "Long run" here means equilibrium. 80, the 
long run elasticities reflect equilibrium behaviour. A natural reason for 
the lower short run interest rate elasticities might be. the adjustment ~ 

(transaction) costs. Economic agents are not so willing to adjust their 
money portfolio in the short run as in the long runo When they see 
that an interest rate shock is sufficiently permanent, they are ready to 
react. To quantify the importance of interest rates, one can calculate, 
for example, that a one percentage point change in short rates would 
cause a 0.004 percentage point change in Ml immediately and a 0.015 
percentage point change in the long runo At the present level of Ml 
these translate to approximately FIM 500 million and FIM 2000 
million, respectively. 
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Another important feature of the interest rate behaviour of money 
demand is that interest rates are c1early exogenous when money is 
measured by Ml or M2. The use of M3 as a measure of money might 
result in endogenous interest rates1

• Theories of a small open 
economy under fixed exchange rates emphasize that iriterest rates are 
determined by foreign interest rates plus the expected rate of 
devaluation, not the amount of money in the economy. This feature is 
very strongly present in Finnish money demand data. 

The monetary policy implications of the models are quite 
interesting. The nominal models reveal that the excess money does not 
affect the inflation rate even though the price level itself affects money 
immediately. Money has some real effects through the error correction 
terms. If, for example, the money level exceeds the desired level, the 
error correction term is positive and has a positive effect on GDP 
change. Excess money balances cause some GDP growth, which will 
reach equilibrium within a year. For broad money, the effect is much 
stronger than for narrow money. Those who have their money in time 
deposit accounts suffer from the illiquidity of their money holdings. 

Some estimation results indicated that money did not drive prices 
in either the Ml or M2 models. The results seem natural, since there 
was no room for extra monetary growth because of the endogeneity of 
money. Tax changes were anticipated to a great extent and did not 
have an inflation effect. 

The construction of GDP data itself does not explain the result, 
which also obtains in the quarterly models. It also exists in foreign 
studies2

• A simple and natural explanation would be that money 
balances, especially Ml, are held for expected transactions. One needs 
money to buy things. Money leads transactions. In that sense money 
should have real effects. 

In summary: the monetary aggregates Ml and M2 do not have 
much meaning under a fixed exchange rate regime. Their levels are 
basically determined by transactions and interest rates. The aggregates 
do not influence prices or interest rates. The precautionary motive for 
holding money might cause real effects for money. Empirical models 
of the demand for money, however, can be very informative during 
the present floating exchange rate regime. They could determine a 
baseline level of money holdings and thus give some indication of the 
state of monetary policy. 

1 M3 is defined as M2 plus certificates of deposit. 

2 Such effects can be seen in models for every Nordic country. Because of a suggestion 
by Gunnar Bårdsen, the investment indicator was added to the GDP equation (Ml 
model), but it did not change the results at all. 
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-Appendix A 

Some Definitions 

Engle et al. (1983) define different forms of causality and exogenity as 
follows. We first partition vector Zt into Yt' which describes the basic 
variables of interest (Yt E Rlj, and Xt (xt E RCf), the determinants of Yt. 
Then 

z, = ~J t= 1 •...• T. 

One should notice that Yt = {Yl, ... ,Yt} and analogously for Xt. What 
follows is also conditioned throughout on Xo 

Definition 1 Y,-l does not Granger cause Xt with respect to Zt-l iff 

Let the following 

k 

B *Zt + L C *(i)Zt-i = Et 
i=l 

(A.1) 

describe a set of structural relationships. B* and c* are matrix 
functions of e and Et is the corresponding "disturbance". Then Engle et 
al. (1983) define predeterminedness and strict exogeneity as follows. 

Definition 2 Xt is predetermined in (A.l), iff 

Definition 3 Xt is strictly exogenous in (A.l), iff 
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Next we speeify parameters of interest as 'If = f(S). We are also 
interested in estimating a model for Yt' given the determinants Xt' but 
we are not interested in speeifying a model for Xt. Thus we want to 
partition the distribution funetion into a sequential cut: 

Definition 4 [(YtIXt;A,1),(Xt;A,2)] operates a sequential eut on 

D(z)Zt_l' A,) iff 

where A,l and ~ are variation free, i.e. 

A,l and ~ are not variation free, for example, when there exist eross 
equation restrietions. 

Definition 5 Xt is weakly exogenous over the sample period Jor 'If iff 
there exists a reparameterization with A, = (A,J' A,2) such that 

(i) 'If is a function of A,l' 

Definition 6 Xt is strongly exogenous over the sample period Jor 'If iff 
it is weakly exogenous Jor 'If and in addition 

(iii) y does not Granger cause x. 

When (ii) holds, the joint likelihood funetion L O(A,; ZT) ean be 
faetored as 

The two factors can be analyzed independently of each other. So, all 
sample information concerning the paranieters A,l are in the first faetor. 
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The strong exogeneity makes it possible to use the model for 
forecasting purposes. 

To be able to give the conditions for using the estimated model 
for policy analysis, we define structural invariance and super 
exogeneity. 

Definition 7 A parameter is invariant for a class of interventions if it 
remains constant under these interventions. A madel is invariant for 
such interventions if all its parameters are thus invariant. 

Definition 8 A conditional model is structurally invariant if all its 
parameters are invariant for any change in the distribution of the 
conditioning variables. 

Definition 9 Xt is super exogenous for 'If if Xt is weakly exogenous for 

'Jf and the conditional model D(Yt1xt,Zt_l'A1) is structurally invariant. 
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