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1 INTRODUCTION 

What are the main sources and characteristics of aggregate 
fluctuations in the Finnish economy? This question is fundamental, 
but it is tricky since there exists a number of fairly different 
views about the mechanisms that underly short- and long-run economic 
fluctuations. Nevertheless, quantitative empirical knowledge is / 
needed to gain insight into the workings of the economy, to aid in 
the formulation and conduct of economic policy, and to direct 
attention to phenomena to be explained by means of economic theory. 
The overall aim of this study is to provide such quantitative 
empirical knowledge. 

Earlier empirical studies addressing the sources and nature of 
aggregate variability in the Finnish economy have typically been 
partial econometric analyses or evaluations based on traditional 
econometric macro models. We will take a fresh look at this topic by 
drawing on recent developments in modern business cycle research and 
macroeconometric methodology. These developments include an emphasis 
on shocks, dynamics, and data-oriented model building. Consequently, 
we choose to carry out our analysis within the framework of 
structural vector autoregression models and allowing for 
multivariate cointegration. Our study is the first comprehensive 
analysis of a small open economy employing this vehicle of research. 

The output of this study will consist of a fairly large body of 
empirical evidence, from which we hope to be able to extract some 
stylized facts about shocks impinging on the Finnish economy and the 
dynamics through which the shocks affect the economy. While such an 
aim is descriptive, it is far from being modest, since our findings 
could - provided they are credible - have far-reaching implications 
for empirical and theoretical model building as well as for economic 
poliey. In any case, our hope is that using a new vehicle of 
research to address this topic will both deepen, and add to, our 
understanding of the workings of the Finnish economy. 
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2 THEORETICAL AND EMPIRICAL ANALYSIS OF ECONOMIC FLUCTUATIONS 

The aim of this chapter is to present the subject of our study and 
to describe earlier related research. Against that background. we 
state and elaborate on the aim of our study. noting some limitations. 
The exposition will be kept very brief. since each of the different 
strands of the literature we shall draw on is voluminous and fairly 
well known. Rather than offer a complete account of the relevant 
literature. we seek merely to point out why our, approach may be a 
useful complement to previous studies. 

2.1 The Study of Economic Fluctuations 

There has never been a consensus on the ultimate sources of 
aggregate economic variability. Indeed. it is not even completely 
clear what economic fluctuations are like in terms of time series 
properties. These statements hold despite research efforts spanning 
more than a century. as the search for the sources of economi c 
fluctuations go back at least to Jevons and the description of 
economic fluctuations to Burns and Mitchell. Much of the recent work 
on economic fluctuations has been done under the auspices of the 
National Bureau of Economic Research. and good expositions of this 
work can be found in the Bureau's two conference volumes published 
in 1951 and 1986. respectively (NBER (1951). Gordon (1986)). 

The study of economic fluctuations has enjoyed somethingof a 
revival during the last two decades. stimulated in part by the 
severe supply shocks and development of the equilibrium business 
cycle model in the 1970s. As Robert J. Gordon puts it. "There seems 
now to be littie dispute that "Understanding Business Cycles." to 
use the title of a famous Lucas article. is the central 
preoccupation of theoretical and. applied macroeconomics ••• " (Gordon 
(1986). p. 2). But what is the current state of the arto or more 
specifically. what are the possible approaches to the study of the 
main sources of aggregate fluctuations in the Finnish economy? 

The approaches can be classified according to their explicit use of 
economic theory. At one end of such a continuum we have theoretical 



models. The Finnish case has not been analyzed expressly, but the 
an,alyses of Korkman (1980), Kähkönen (1982), Lempinen (1984) and 
Haaparanta (1986) contain elements applicable to small open 
economies. Theoretical analyses enable rigorous and succint 
treatment of the most essential issues, but stylized, simplified 
models (deliberately) lack in realism, and, above all, they do not 
give quantitative insight. Secondly, numerical simulation models 
have become increasingly popular. This approach has not been applied 
to Finland, but internationql examples include Nandakumar (1985) and 
Bhandari (1987). These models are appealing since they represent 
theoretical rigour, yet they are relatively complex. However, the 
heavy reliance on a priori knowledge and a relative lack of realism 
still limit their use as a source of quantitative knowledge. 

In the realm of empirical analyses we can distinguish at least three 
approaches. Thus, traditional econometric macromodels represent a 
third vehicle for the analysis of the main sources of aggregate 
variability. Attempts in this vein include Halttunen (1980) and the 
Bank of Finland quarterly model (Tarkka & Willman (1985)). Also, 
Lindskog (1985) has studied this subject with reference to selected 
Nordic countries. Traditional econometric macromodels represent a 
fusion of economic theory and statistical observation, but it can be 
argued that they rely to a considerable extent on more or less 
implausible a priori, intuitive~ or ad hoc restrictions. Their 
structures are often not easily understandable and the relative 
importance of various transmission mechanisms is usually fairly 
unclear. Furthermore, most models are characterized by substantial 
amounts of inertia, implying contributions to aggregate variability 
of shocks at implausible time horizons (10 - 20 years). Moreover, 
respecification and re-estimation to cope with structural change 
over time is cumbersome, to say the least. 

Fourthly, partial models can be used to study the sources of 
aggregate fluctuations in Finland. Problems with omitted variables, 
identification and estimation may hamper the use of partial models, 
however. Finnish studies in this vein include Öller (1978), 
Blomqvist (1981), Koskenkylä (1985), Aurikko (1986) and Sukselainen 
(1986). Fifthly, at the other end of the continuum of approaches, 
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purely atheoretical data descriptions can be used for the study of 
aggregate fluctuations. Comprehensive Finnish studies have not been 
carried out, but international examples include Burns & Mitchell 
(1946), the prologue of Frenkel & Razin (1987) and Greenwald & 
Stiglitz (1988). Such studies leave data free to speak as no a 
priori restrictions are used, but the approach represents a narrow 
and limited way of extracting information from observed economic 
time series. 

The second of the two National Bureau of Economic Research 
conference volumes (Gordon (1986)) on research in economic 
fluctuations attests to the dominance of the last two approaches 
mentioned above. The methodological uniformity derives, on the 
theoretical side, from the breakthrough of the general equilibrium 
view forcefully advocated by Robert Lucas, Edward Prescott, Thomas 
Sargent and others. On the applied side the critiques put forward by 
Robert Lucas and Christopher Sims guide the choices (this is also 
attested to in the important volume from a conference sponsored by 
the Federal Reserve Bank of Minneapolis; see Sims (1977)). The 
sources of economic fluctuations are sought by making minimal but 
plausible identi-fying restrictions on models that focus on a small 
number of broad aggregates summarizing activity in the economy. 

The common approach of the bulk of the papers in the National Bureau 
of Economic Research conference volume to the analysis of economic 
fluctuations is the vector autoregression (henceforth VAR) approach 
due to Christopher Sims (see Sims (1980a, 1980b, 1982)). The VAR 
approach blends ingredients of reduced form econometric analysis 
with atheoretical data description. Refinements of this approach 
incorporate elements of structural econometric models thus yielding 
what we henceforth will call structural VAR models (see Sims 
(1986)). The bulk of our analyses of economic fluctuations will be 
carried out using structural VAR models. 

Thus, judging by the recent literature (to be further reviewed 
below), the structural VAR approach would seem to be-suitable for 
the study of economic fluctuations in Finland. While representing 
quantitative economics its foundations are in a business cycle 



theory framework which puts a heavy emphasis on dynamics and shocks. 
Perhaps the most appealing feature of the structural VAR approach is 
that it .strives to deliver macroeconomic models with useful 
descriptive characteristics without as much of a burden of 
maintained hypotheses as is usually imposed. Of course, any 
restrictions used are subject to the same criticism as in the case 
of standard structural models. Among the drawbacks of the structural 
Vf..':. approach we note the heavy need for data, which forces one to 
work with small models. Furthermore, most VAR models, including 
those in the current study, are linear models. 

Since the seminal paper on VARs by Sims (1980a), a large and 
steadily growing number of papers analyzing economic fluctuations 
using the VAR approach has been published. Since the vast majority 
of these studies have focused on the U •. S. economy, the literature 
covering open economy models is considerably smaller. 1 Smaller still 
is the literature explicitly addressing the question of the main 
sources of aggregate fluctuations in a small open economy. When the 
focus is restricted to the variable of ultimate interest - output -
the absence of VAR analyses is total, but descriptive analyses 
employing cross-spectral techniques, like the study by Gerlach 
(1988), can be found. To the best of our knowledge, only the papers 
by Burbidge & Harrison (1985), Genberg et ale (1987) and Kuszczak & 
Murray (1987) have so far used the VAR approach to deal with the 
same topic as the present study. 

Gerlach (1988) sets out to characterize the dynamic interactions 
between monthly industrial production indices of nine OECD 
countries. The aim is to establish some stylized facts about output 
behavior in open economies so as to generate hypotheses for future 
work. The analysis covers the period 1963 - 1986, hence allowing for 
separate analyses of periods of fixed and flexible exchange rates. 

1Examples of VAR models with open economY features include Choudhri 
(1983), Burbidge & Harrison (1984), Kunst & Neusser (1986), 
Leiderman & Razin (1986), Baum (1987), Englund & Vredin (1987), 
Genberg & Salemi (1987), Ahmed et ale (1988, 1989), Ambler (1989), 
Kugler (1989) and the Bank of Finland publication on VAR models. For 
VARIMA models of the Finnish economy, see Öller (1982, 1985). 
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The author draws the following conclusions. Output variability has 
increased since the breakdown of the Bretton Woods exchange rate 
arrangement. Output is generally more volatile the more open, but 
less volatile the bigger the economy iso Output movements have been 
correlated across countries under both exchange rate regimes, and 
comovements at business cycle and lower frequencies have increased 
following the breakdown of the Bretton Woods arrangement. Small open 
economies (Finland is not included in the analysis) constitute an 
exception to this; these economies are less affected than other 
economies by international developments, and the dependence on 
international output movements of these economies has decreased over 
time (sic). 

The paper by Gerlach (1988) represents a thorough analysis of a 
topic of fundamental importance, and new and interesting evidence is 
generated. However, it may be argued that when applied to the 
current topic, the frequency domain approach is a relatively limited 
method for emptying the data of its information. The VAR approach 
woul d s.eem to offer most of the i nsi ghts the frequency domai n has to 
offer, in addition to presenting the information in a more revealing 
form. More specifically, impulse responses and decompositions of 
variance are capable of documenting the features offered by 
cross-spectral techniques, but the exposition is clearer both 
qualitatively (impulse responses display effects - including the 
direction - over time) and quantitatively (cumulative impulse 
responses can be calculated). In addition, the VAR approach enables 
formal assessments of causality and stability, it permits the 
researcher to let insights from economic theory have a bearing on 
the results, and it enables a characterization of the impulses 
underlying movements in the international economy. 

Burbidge & Harrison (1985) set out to explore the interdependencies 
between the Canadian and the U.S. economies. To this end, a 
nine-variable VAR model based on monthly data from the period 
1971 - 1983 is estimated. The authors reach the conclusion that the 
Canadi ari economy i s strongly i nfl uenced by the U. S. economy. In 
particular, the U.S. short-term interest rate and money supply 
affect the. Canadian interest rate to a considerable degree. There is 



also causality from U.S. prices to Canadian prices, and some from 
U.S. output to Canadian output. 

The paper by Burbidge & Harrison (1985) is the first specific 
attempt to study aggregate variability in a small open economy using 
the VAR approach. However, several aspects of the analysis evoke 
criticism. Firstly, the model variables are treated as belonging to 
the trend stationary family of time series instead of the more 
likely difference s"3tionary family. Hence, statistical inference as 
carried out by the authors is treacherous. Secondly, the likely 
existence of long-run equilibrium relationships between Canadian and 
U.S. variables is neglected resulting in a likely loss of efficiency 
of the estimates. Thirdly, ad hoc causal chain models are employed, 
yielding shocks with blurred interpretations. Fourthly, the rest of 
the world is assumed to consist of the U.S. economy alone, suggesting 
a possible omitted variables problem. The omission of an oil price 
variable raises similar doubts. Fifthly, long-run impacts are dealt 
with only casually leaving open questions about the actual degree of 
openness of the Canadian economy. 

Genberg et ale (1987) focus on the Swiss economy using a seven 
variable VAR model and monthly data from the period 1964 -1981. They 
set out to answer the following questions: how sensitive are Swiss 
output, prices and interest rates to foreign shocks; has the advent 
of floating exchange rates served to insulate the domestic economy 
from foreign shocks; is Swiss money supply exogenous, and; what 
economic mechanisms are consistent with the empirical findings. The 
authors reach the following conclusions: foreign shocks explain most 
of the variation in Swiss variables both under"the fixed and floating 
exchange rate regimes; Swiss money supply is endogenous, and; relative 
price changes are more important than changes in the domestic price 
level. However, although an interesting contribution, the paper by 
Genberg et ale (op.cit.) may be criticized on the same grounds as 
the paper by Burbidge & Harrison (1985). 

Kuszczak & Murray (1987) use various nine-variable VAR models to 
study the dynamic behavior and interactions of the Canadian and U.S. 
economies. Their quarterly data cover the period 1964 -1984 and the 
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following countries: Canada, France, Germany, Italy, Japan, the 
U.K., and the U.S. The aim is to measure the relative importance of 
foreign and domestic shocks and to compare the effectiveness of 
various policy actions under fixed and flexible exchange ra te 
regimes. The main results are: foreign variables are of crucial 
importance for domestic variability; up to 30 per cent of the 
forecast variance of U.S. output and prices can be attributed to 
shocks in foreign variables, and; the time series behavior of key 
macroeconomic variables remained virtually unchanged following the 
move to flexible exchange rates. 

The analysis of Kuszczak and Murray (op.cit.) can be criticized on 
grounds similar to the ones given above. Furthermore, the use of 
quarterly data may obscure the delicate dynamics of the fast-moving 
variables, and it leads to a degrees of freedom problem. Moreover, 
the use of seasonally adjusted data may lead to mistaken inferences 
about the strength and dynamics of the economic relationships. 
Lastly, since the estimated models do not yield estimates identifiable 
as policy shocks, it is not clear how the aim of comparing the 
effectiveness of policy actions under different exchange rate regimes 
can be fulfilled. 

We emerge from the VAR literature with the finding that some 
empirical attempts at studying aggregate variability in small open 
economies have been made, but that these attempts suffer from many 
shortcomings. In addition, the previous studies have been of typical 
research paper size, thus being rather modest in scope. A reliable 
assessment necessarily requires that the previously mentioned 
shortcomings be overcome, and a study of the topic in the whole of 
its compass inevitably.requires a rather extensive study. The 
current study attempts to con~titute an analysis with these features 
for the case of the Finnish economy. 



2.2 Aim and Limitations of this Study 

The aim of this study is to empirica11y assess foreign and domestic 
shocks and their ro1e in aggregate f1uctuations in the Finnish 
economy. Thus, we seek to gain insight into the main sources of 
aggregate 10ng-run and short-run variabi1ity in the Finnish economy 
and the empirica1 regu1arities characterizing the internationa1 and 
domestic transmission of economic shocks. 

The aim 'entai1s generating sty1ized facts on economic shocks and 
their impact on the economy using historica1 data on key 
macroeconomic variab1es. Our methodo1ogy imposes as few prior 
be1iefs as possib1e on the vehic1e of research and thus on the 
resu1ts. The identification of shocks focuses on the distinction 
between foreign and domestic, demand and supp1y, aod nomina1 and 
rea1 shocks. The quantification of shocks concerns the size and time 
series properties, as we11 as the tempora1 a11ocation of the shocks. 
The transmission of shocks invo1ves assessments of internationa1 as 
well as domestic channe1s of inf1uence. The impact of shocks i.s 
revea1ed through the time profi1e and persistence of the impu1se 
response. 

For the sake of c1arity, some 1imitations on the study caused by our 
choice of approach shou1d be stated at this point. Our data-intensive 
approach forces us to focus on on1y a re1ative1y sma11 number of 
variab1es. Consequent1y, many potentia11y important variab1es wi11 
be missing from our mode1s. Data avai1abi1ity 1imits our ana1yses to 
the period 1960 - 1988. Furthermore, we restrict the ana1ysis of 
aggregate variabi1ity main1y to the frequency bounds corresponding 
to 10ng- and short-run f1uctuations. F1uctuations at the seasona1 
frequency wi11 not be addressed in the same detai1 as f1uctuations 
at the other frequencies. 
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3 METHODOLOGY FOR THE EMPIRICAL ANALYSIS OF ECONOMIC FLUCTUATIONS 

The aim of this chapter is to present the macroeconometric framework 
that will be utilized throughout our study. While bits and pieces of 
this framework have been spelled out in articles and working papers, 
we feel that a reader who has not closely followed this branch of 
the time-series literature could benefit from a coherent and succint 
presentation of the framework. In particular, this applies to the 
roots and newest developments of the current approach. In addition, 
we describe in broad outline how the macroeconometric techniques 
will be implemented. 

3.1 Dynamic Macroeconomics: The Frisch - Slutsky Approach 

3.1.1 Propagation Mechanism and Impulses 

One of the most important contributions of the VAR approach is that 
it formalizes the by now widely accepted general framework for the 
study of macroeconomic fluctuations - the framework introduced into 
economics by Ragnar Frisch and Eugen Slutsky. This framework was 
accepted as a common analytical framework in the important National 
Bureau of Economic Research conference volume from the Conference on 
Research in Business Cycles held in 1984 (see Gordon (1986». In 
this section an explicitly articulated formulation of the Frisch -
Slutsky framework will be presented to facilitate the interpretation 
of the general VAR model and to fix notation. 

According to Frisch (1933), the first steps toward an analytical 
framework for the analysis of movements, cyclical or other, in an 
economic system were taken by the Swedish economist Knut Wicksell in 
the early 1900s. Wicksell seems to be the first to be aware of the 
distinction between the propagation mechanism and impulses in the 
analysis of economic fluctuations. He was also the first to 
formulate explicitly the theory that the driving force of economic 
fluctuations is erratic shocks. The mechanism by which such 
disturbances are transformed into cycles was the subject of three 
independent papers published in 1927 by Harold Hotelling, Eugen 



Slutsky and G. Udny Yule. The most influential of these papers, 
Slutsky (1927), was later made available to a broader publie through 
Slutsky (1937). 

Slutsky experimented with series obtained by performing iterated 
differences and summations on random drawings, and established that 
some sort of swings will be produced by the accumulation of erratic 
shocks. However, Slutsky provided neither specific expressions nor 
general laws for what kind af fluctuations a given type of shock 
would cause. This, together with an economic interpretation, was 
accomplished in the influential paper by Frisch (1933).· 

In his search for a theoretical setup which could give a rational 
interpretation of the typical movements in macroeconomic time 
series, Frisch made a clear distinction between the structural 
properties of the economic system - the propagation mechanism - and 
the exogenous shocks hitting the economy - the impulses. Using a 
linear, three equation mixed difference and differential equation 
system, Frisch argued that by combining the continuous solution of a 
deterministic dynamic system and stochastic shocks it is possible to 
mimic observed macroeconomic fluctuations. Furthermore, he showed 
that the current state of the world can be thought of as the 
cumulation of the effects of shocks, the cumulation being made in 
accordance with a system of weights given by the structure of the 
economic system. Subsequently, it has become standard practice to 
interpret linear stochastic difference equations as solutions to 
linear-quadratic optimization problems (Hall (1978), Long & Plosser 
(1983)). 

The nature of the shocks deserves some clarification. The original 
Frisch (1933) model is a highly stylized model comprising only real 
magnitudes driven by more or less undefined erratic shocks and 
discontinuous Schumpeterian innovations. The model is locally stable 
around a nongrowing time path. Not much is said about the type or 
the size of the shocks, but Frisch thought of the shocks as 
consisting of a continuous flow of white noise impulses. Both Frisch 
and Slutsky had a bias towards small shocks, although they did not 
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rule out occasional big shocks. 1 Fluctuations in economic activity 
are seen as being caused by an accumulation of (mainly) small shocks 
- pieces of new information - each shock being fairly unimportant if 
viewed in isolation. More recently, this view has been forcefully 
restated by Lucas (1977). 

We will adopt the Frisch - Slutsky - Lucas view of the nature of 
shocks, noting, however, that this view does not preclude shocks of 
different kinds (monetary, real, supply etc.) or occasional large 

shocks. Throughout the analysis we will refer to the shocks 
interchangeably as shocks, disturbances, impulses and innovations. 
We will npt be referring to them as errors, however. This will serve 
to highlight the difference between the impulses we have in mind and 
the error terms in Cowles Commission-type representations of the 
economY. We think of impulses as pieces of new information, i.e. as 
unexpected movements in relevant economic variables ("news"). In the 
"shock models" of the Cowles Commission approach there is heavy 
emphasis on the propagation mechanism, while the "impulses" are mere 
unobserved random variables representing "shocks" in behavioral 
relationships and errors of measurement. While economic variables 
may contain noise (Black (1986)), this kind of randomness should be 
kept apart from measurement errors. The impulses we have in mind 
certainly may contain noise, but people react to it as to pieces of 
new information. Noise may thus be an inherent feature of 
information, whereas errors of measurement merely reflect data 
deficiencies. 

1The Frisch - Slutsky framework does not, per se, rule out big 
shocks. However, it does rule out large effects of shocks, since -
as pointed out by Blatt (1980) - the effects of shocks must remain 
small enough to allow a linear approximation of the model. 



3.1.2 A Linear Time Series Interpretation of the 
Frisch - Slutsky Approach 

The notion of the Frisch - Slutsky framework that the current state 
of the economy is a linear function of current and past white noise 
shocks indicates how deep the foundations of this approach, and 
consequently the VAR approach, are. The Wold decomposition of 
stochastic processes (Wold (1938)) provides the connection between 
the Frisch - Slutsky framework and time series analysis. In th;s 
section we will present a formal, linear time series interpretation 
of the Frisch - Slutsky framework, which will form the basis for the 
subsequent presentation of our research methodology. 

Consider the nx1 dimensional sequence {~t: t = 1, 2, 3, ••• 1 of 
random variables where the vector Yt contains variables observed by 
economic agents at time t. Let f~t7 t = 1, 2, 3, ••• } be the 
sequence of Nx1 dimensional random vectors used as building blocks 
for the sequence {Yt: t = 1, 2, 3, ••• 1. These building blocks -
impulses - generate a sequence of information sets {It : t = 
0, 1, 2, ••. 1 where 10 is generated by any initial random vector yO 
(with a fixed probability distribution), and It is generated by ~ 

!O' ~1' ~2' "" ~t' The building block process is assumed to be a 
martingale difference sequence adapted to the sequence of 
information sets. Formally, the stochastic process {Yt: t = 
1, 2, 3, ••. t is generated recursively using the initial random 
vector !O and the linear, time invariant law of motion 

(3.1) ~t+1 = ~ ~t + E ~t+1' t = 0,1,2, ..• , 

where ~ is a nxn matrix representing the propagation mechanism and _ 
is a nxN matrix that allocates the impulses to different elements of 

the vector ~t+1' The forcing process is assumed to satisfy the 
following conditions 

(3. 2i ) ~t = g, t ( 0 

(3.2i;) t ~ 1 
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(3.2ii;) EL~t+1 ~t+11 I t ] = EE' = n. t .. 1 

(3.2iv) E[~t+1 ~t+1+s I I t ] = o. s *- 0 

(3.2v) E[lt+1 ~t+1+s I I t ] = o. s > 0 

(3.2v;) El I ~t+ 1 I 21 I t] < <X> -V-t 

where E[.] is the expectation opera tor and U is positive definite. 
We note that by specifying the matrices ~ and E suitably. the 
Frisch - Slutsky law of motion (3.1) can encompass a great variety 
of time series processes including deterministic processes. higher 
order VAR processes. and VARMA processes. In other words. the 
Frisch - Slutsky framework can produce both deterministic and 
stochastic growth as well as random. seasonal. cyclical or secular 
fluctuations (see e.g. Starck (1989». The dynamics can be uncoupled 
using the distinct eigenvalues of the matrix ~ and the Jordan 
decomposition 

where A is a nonsingular matrix and $ is a matrix constructed using 
the eigenvalues of ~. More precisely, for each distinct (possibly 
complex) eigenvalue ~j of the matrix ~ one can construct a matrix ~j 
such that 

(3.4) $j = ~j 1 0 ••• 0 
o 

o 

1 

o 0 ~j 

with the same dimensions as the number of eigenvalues of ~ which are 
equal to ~j. Matrix $ is then a block diagonal matrix with $j in the 
jth diagonal block. Transforming the state vector ~t into 



() * _ -1 
3.5 ~t - A ~t' 

substituting (3.5) into (3.1), and using (3.3), we get 

() _ * -1_ 
3.6 ~t+l - ~ ~t + A ~ ~t+l' 

which can be partitioned according to the diagonal blocks of ~, i.e. 
according to the distinct eigenvalues of w. Thus, the dynamics of 
the system (3.6) are uncoupled in terms of eigenvalues of the 
propagation mechanism ~. 

Expression (3.1) gives the recursive representation of the Frisch -
Slutsky framework. An equivalent, nonrecursive representation, which 
also conveys information about the system's dynamics, may be 

expressed explicitly if we assume that the eigenvalues vi' 
i = 0, 1, 2, "', n, of ~ all have moduli strictly less than unity. 

Define the lag operator L by Li (E[Yt+lI Itl) = E[Yt+l-i I It_il, 
i = "', -2, -1,0, 1, 2, .... The" the law of-motion (3.1) implies 

( 3. 7) ~ t = A (1) Zt + w t~o 

t-l. . 
where ~(L) = ) w'~ L' is a matrix polynomial in the lag operator. 

i';;O 
Expressi ori (3.7), the movi ng average representati on of express i on 
(3.1), shows that the current state of the world can be thought of 
as the cumulation of the effects of shocks. 

Expression (3.7) also reveals the connection between the Frisch -
Slutsky framework and linear time series analysis. The decomposition 
(3.7) of the stochastic process Yt is the Wold decomposition 
(extended to the multivariate environment). This is seen by noting 
that the first expression on the right-hand side of (3.7) is a 
linearly regular process, the second expression on the right-hand 
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side is a 1inear1y deterministic process, and ~t is the sum of these 
processes. 2 

In the rest of this chapter we wi11 assume that the process Yt is a 
regu1ar 1inear stochastic process. The regu1arity assumption~wi11 
ho1d if ~O = Q or if the deterministic e1ements of ~t have been 
removed before ana1ysis. The mode1 we wi11 be working with then is 

(3.8) ~t = A(L)~t· 

3.2 Dynamic Macroeconometrics: The Sims Approach 

3.2.1 The Vector Autoregression Approach 

The time series framework spe11ed out above became practica11y 
app1icab1e in the univariate case through the contribution by Box & 
Jenkins (1970). Mu1tivariate app1ications a1so became frequent in 
the 1970s. The vector autoregression methodo1ogy grew out of the 
fair1y widespread view in the 1ate 1970s that traditiona1 
interpretations of the Cow1es Commission research program suffered 
from some critica1 defects (see Sims (1977) and Sargent (1979)). 
More genera11y, the emergence and subsequent popu1arity of the VAR 
approach undoubted1y a1so bui1ds on the unease with the state of 
macroeconomic theory in the 1ate 1970s and the ear1y 1980s. In his 
semina1 article Sims (1980a) dissented vigorous1y from the Cow1es 
Commission approach, insisting that the standard identifying 
assumptions of that approach were lincredib1e" (op.cit., p. 33). 
He argued that the zero restrictions embodied in the Cow1es 
Commission structura1 mode1 

2Let ylr = ML) ~t. When I Jli I < 1, i = 0, 1, 2, ••• , n, the sequence 
{y~r:n~= 1, 2, 3, ••• } satisfies 1im sup E[(y~r - y1r)2] = O. Thus 
~ n++oo m)n . ~ ~m 

~lr is a Cauchy sequence, i.e. a 1inear1y regu1ar process. 



where Ww(L) and Ww(L) are matrix polynomials, ~t is a vector of 

endogenous variables, ~t is a vector of exogenous variables and ~t 
is a white noise error vector, are too restrictive. This may occur, 
inter alia, because any lagged component of ~t or ~t may influence the 
formation of expectations. For, if economic agents maximize lifetime 
utility subject to a budget constraint, decisions on consumption, 
portfolio allocation, labor supply etc. are determined by the same 
set of variables. 3 Thus, it is possible to argue that all the 
variables appearing in the Cowles Commission structural model (3.9) 
are in fact endogenous. It should be pointed out that this argument 
was by no means new; it had in effect been put forward earlier by 
Liu (1960). However, the proposed solution to the identification 
problem was new (Liu was against specifying that every variable is a 
function of all other variables). 

Sims put forward the VAR methodology in the first place, not 
explicitly because of its deep connections with business cycle 
theory, but because he wanted to show how " ••• one can obtain 
macroeconomic models with useful descriptive characteristics ••• 
without as much of a burden of maintained hypotheses as is usually 
imposed ••• " (Sims (1980a), pp. 32 - 33). He describes VAR models as 
" ••• forthrightly descriptive statistical models that do nothing 
more than summarize correlations in a convenient way" (Sims (1986), 
p. 3). Indeed, nowadays " ••• most researchers woul d agree that vector 
autoregressions are a parsimonious and useful means of summarizing 
time series "facts"" (Holtz - Eakin et ale (1988), p. 1371). 

3Indirect evidence supporting the expectatiops argument may be 
obtained by comparing simulation results of Cowles Commission-type 
macroeconometric models, models with rational, explicitly 
forward-looking expectations, and VAR models. The major experiment 
undertaken in 1986 under the auspices of the Brookings Institution and 
comprising 11 leading large-scale multi-country econometric models 
and one VAR model furnishes exactly this kind of evidence. The 
Liverpool model and the VAR model show very similar results, and 
these results generally differ from the results of the conventional 
Cowles Commission-type models (Frankel (1987)). 
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The VAR approach differs in many respects from more traditional 
econometric approaches. The most distinct difference is that more 
weight is given to the a priori beliefs in the conventional 
approach. In other words, the VAR approach endeavors to impose as 
few as possible of the biases inherent in conventional structural 
macroeconometric models. In the VAR approach, the emphasis is on 
dynamic interactions, the effects of shocks and data-oriented model 
building, while much less interest usually is placed on estimation 
of individual elasticities or traditional hypothesis testing. Thus, 
the VAR approach is most naturally seen to be something of a 
complement to the traditional (Cowles Commission) approach rather 
than a substitute for the older approach. Among the newer approaches 
the VAR approach to some degree overlaps with the data-oriented 
approach of Hendry (1987). 

By defining Yt = (~t ~t)' where ~t includes all components of ~t 
that are not~lagged variables, model (3.9) may be rewritten as 

(3.10) ~t = B(L)~t + ft 

1 . 
where B(L) = ~ riL1 is a matrix polynominal in the lag operator. 

i=O 
Sims chooses to work with model (3.10) primarily in its vector 
autoregression form 

(3.11) C(L)~t = ~t 

where C(L) = 1 - B(L).4 He then proceeds by choosing the number of 
lags 1 large enough for the model (3.11) to capture the dynamics of 
the system under consideration. Since even very low order univariate 
stochastic difference equations can reproduce fluctuations typical 
of aggregate macroeconomic variables, a small 1 should, in general, 
suffice. Having estimated model (3.11) it is inverted to its moving 
average form 

4Zell ner & Palm (1974) were the first to point out that eve~y 
linear (or linearized) structural model can be expressed as a 
restricted VAR model (see also Zellner (1979)). 



(3.12) 

where D(l) = C- 1(L) is, in general, an infinite-order matrix 
polynomial in positive powers of L, and the polynomial C(L) is 
assumed to have eigenvalues with moduli strietly less than unity. 

In seetion 3.1.2 we demonstrated the eonneetion between the Frisch -
Slutsky framework and the Wolddecomposition theorem, and above we 
pointed out the relationship between the Cowles Commission approaeh 
and the VAR approach. By comparing the movi~g average 
representations (3.8) and (3.12) we can pin down the connection 
between all the four representåtions of the process ~t. Essentially, 
the Frisch - Slutsky, Cowles Commission and the VAR representations 
all are approximations of the (unknown) Wold representation of Yt. 

First, note the similarities between (3.8) and (3.12). Both present 
the process Yt as a well behaved sum of white noise building blocks. 
Convergence of the sums in the Frisch - Slutsky and Wold framework, 
as well as in the Cowles Commission and VAR frameworks, is achieved 
through the restriction that the eigenvalues of the propagation 
matrices (~ and ri, i = 0, 1, 2, ••• , 1, respectively) all have 
eigenvalues with moduli strictly less than unity. However, as 
pointed out in seetion 3.1.1, the interpretation of the impulses 
differs between the Cowles Commission approach and the other 
approaehes. In the former approach they " ••• represent "shocks" i n 
behavior relations (i.e., the aggregate effects on economic , 
decisions of numerous variables that are not separately observed) 
and "errors" of measurement" (Hood & Koopmans (1953), p. xv). In the 
Cowles Commission approach "impulses" arise from the exogenous 
variables and the error terms in the system. In the latter 
characterizations the impulses are viewed as fundamental building 
blocks representing new information hitting the propagation 
meehanism. 

Although only dealt with in an ad hoe way by Sims (1980a), one should 
also point out the differences in identification of the impulses in 
the Cowles Commission approach and the traditional VAR approach. 
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In the Cowles Commission model the "impulses" are identified through 
the a priori exclusion restrictions on the matrices W (L) and W~(L) w w 
in expression (3.9). However, when estimating the unconstrained~AR 
model (3.11) one is not imposing any a priori restrictions on the 
matrices ri, i = 0, 1, 2, "', 1 of (3.10). Model (3.11) is actually 
estimated from the reduced form 

(3.13) ~t = E(L)~t_l + 1t 

1 1 i-l )-1 where E(L) = (1 - rO)- B*(L), B*(L) = I riL '1t = (1 - rO ft and 
i=1 

Ef1t 1t1 = n~ = (1 - ro)-lns (I - ro)-I: This suggests that it can be 
treacherous to interpret impulse responses based on residuals from 
unrestricted VAR models as indicating causality between the elements 

af ~t' The reduced form disturbances :t are linear combinations of 
the structural shocks St' and only if one knows the structure of the 
matrix rO describing contemporaneous relationships among the 

elements of ~t' can one give a precise interpretation of the shocks 
used in impulse responses. 

More precisely, the reduced form counterpart to the vector moving 
average representation (3.12) is 

(3.14) 

where F(L) = (1 - E(L)L)-1 = (1 - (1 - ro)~IB*(L)L)-1 = (1 - rO)D(L) 

and, in particular, :t = (1 - ro)-I~t' Thus, decompositions of variance 
and impulse responses - to which we turn in the next section - will, in 
general, be impossible to interpret without knowledge of the 
contemporaneousrelationships of the structural model underlying the VAR 
representation. The identifiability problem Was first pointed out by 
Sachs (l98~) (see a 1 so Cool ey & LeRoy (1985) and Leamer (1985a», 

The structural impulses ~t are easily obtained from the estimated 
reduced form disturbances :t' as (1 - rO)-1 is the orthogonal matrix 
of eigenvectors of n~, and ns is the diagonal matrix of corresponding 
eigenvalues. If the model 1S recursive, the decomposition n = 

~ 



(1 - rO)-lQ~(1 - rO)-1
1 

is unique, and (1 - rO)-l will be lower 
triangular with ones down its main diagonal. The structural impulses 
are given by :t = (1 - rO)~t, and the matrix rO describing 
contemporaneous relationships among the elements of Yt can be recovered 
from the estimate of (1 - ro)-l through elementary m~trix operations. 

3.2.2 Decompositions of Variance and Impulse Responses 

Through decompositions of variance we assess the proportion of the 
forecast error of each component of ~t that is attributable to each 
of the (orthogonalized) estimated impulses. lmpulse responses are 
sequences of responses of one element of ~t to an innovation in some 
component of ~t. When talking in terms of forecast errors, one 
should, however, point out that our aim is not to construct 
conditional forecasts, but rather to assess the relative importance 
of different kinds of impulses during a given period. Although VAR 
models are vulnerable to the Lucas critique, such an exercise is a 
valid application (Bernanke (1986)). 

Assume that the structural impulses :t of the representations (3.9) -
(3.12) are serially and mutually uncorrelated with the diagonal 
covariance matrix Q~. The assumption that Q~ is diagonal reflects 
the notion that the shQcks influencing each individual behavioral 
equation are uncorrelated, i.e. structural in the sense of being 
attributable to one particular component of Yt solely. The sample 
covariance matrix corresponding to the estimated reduced form shocks 
~t in the representations (3.13) - (3.14) is Q • As our objective is 
~ ~ 
to obtain estimates of the response of each component of ~t to 
structural shocks we further define 3~ to be the unique positive 

diagonal matrix that satisfies 3~3~ = Q~. Then the structural 
representations and the fact that ~t = (1 - rO)~t imply that 
orthogonalized and scaled innovations nt can be obtained by calculating 

(3.15) 
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To obtain the decompositions of variance, deflne an n-dimensional 
column vector u and an N-dimensional column vector 1 , both consisting 

~K -T 
of zeroes except for a one in position K and T, respectively. Thus 
n N . 
Y u u' = Y 1 l' = 1 (ifn = N). Let T den ote the covariance 

K~1 ~K ~K T~1 ~T ~T 

matrix of forecast errors in Yt (at some forecast horizon k). Then 
the forecast error variance of the K

th component of Yt is u'Tu • Let 
~ ~K ~K th 

T denote the covariance matrix of forecast erros in Yt due to the T 
T ~ 

component of ~t (at the forecast horizon k). We then define the 
relative forecast error variance A as 

K,T 

(3.16) 

Expression (3.16) shows what proportion of the variance of the K
th 

component of ~t can be attributed to the T
th shock. In other words, 

A tells us how much a shock to one component of ~t is reflected in 
a particular component of ~t. Hence, the decomposition of variance 
gives indications about the main channels of influence in the model 
and about how exogenous the model variables are. 5 

Essentially the same information conveyed by A of expression (3.16) 
is provided by the impact multipliers F(L) of expression (3.14). In 
terms of orthogonalized residuals the vector moving average 
representation (3.14) is 

(3.17) ~t = G(L):nt 

5We follow the jargon of the VAR literature, in which exogenous 
refers to the degree of influence one variable has on another in 
terms of relative forecast error variance. This jargon is not 
altogether satisfactory, since readers unfamiliar with the VAR 
literature may associate exogenous with the classical or standard 
meaning of this term. Hence, in the standard simultaneous equation 
model, a variable is either "exogenous" or "endogenous", and in a 
VAR model all variables are "endogenous". While we recognize this 
possible source of confusion, we hope that the meaning of exogenous 
andendogenous will be clear from the context. 



where G(l) = (1 - (1 - rO)-lB*(l)l)-lSs (I - ro)-l. The sequence of 
matrices fG.: i = 0, 1, 2, ••• 1 (which corresponds to the sequence 

. 1 • ' 
of matrices {~lS: i = 0, 1, 2, ••• } constructed from the model 
(3.1)) gives the response of any component of ~t to a unit 
disturbance in any component of ft' Thus, the sequence will, in 
contrast to a decomposition of variance, also give the direction of 
impact. Hence, the sequence should be useful in describing the 
dynamics of the propagation. From (3.17) it is evident that the key 
descriptive output of the VAR methodology cannot, in general, be 
interpreted without knowledge about the underlying economic structure. 
The elements of the sequence of matrices {Gi : i = 0, 1, 2, ••• } are 
referred to as impulse responses. 

Impulse.responses are a central part of the VAR methodology, and in 
particular this is so because they deliver a fundamental measure of 
shock persistence, namely the cumulative impulse response. This is 
defined as the sum of the coefficients of the moving average 
(m?trix) polynomial in the lag operator of the first-differenced 
(vector) time series. Rewriting the vector moving average 
representation (3.17) in difference form yields 

(3.18) (1 - l)~t = H(l)~t 

where H(l) is, in general, an infinite-order matrix lag polynomial. 
The ultimate impact of a structural shock contained in ~t on the 
level of a component of ~t is given by the long-run multiplier 
matrix H(l) calculated as 

(3.19) ( aE[~t+k I I t ]) 
H( 1) = 1 im 

k++oo· a~t 
Y. H •• 

i';O 1 

Expectations about future values of ~t can be formed using linear 
least squares prediction theory. Specifically, we can use the 
Wiener-Kolmogorov k-step ahead linear least squares prediction 
formula to calculate the rational conditional expectation of ~t' 
which in our case is 
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(3.20) 

where r .1+ is the annihilation operator instructing us to ignore 
negative powers of L. 

Letting y denote an element of H(l), we note that for a trend 
stationary process we have y = 0, while a pure random walk will 
yield y = 1. It should furthermore be noted that, in general, y * 
[0,11, thus representing an absolute, not a relative, measure of the 
importance of a unit root component ;n ~t. The estimated cumulative 
impulse response is, of course, only an approximation of the 
(infinite horizon) impulse response function H(l), but the 
approximation can be made arbitrarily close to the true value. Thus, 
issues of persistence can be addressed in a convenient way through 
cumulative impulse responses. 

3.2.3 Structural Vector Autoregression Models 

In the preceding sections we have shown why unrestricted VAR models 
do not yieldestimates of the true impulses. In general, we will not 
be able to interpret decompositions of variance or impulse responses 
based on such unrestricted models. In the language of the Frisch -
Slutsky framework, some structure has to be imposed on the 
propagation mechanism for the impulses to be meaningfully identified 
from observations on Yt. As most of the issues involved here have 
already been eloquently dealt with by Koopmans (1947), we will not 
reproduce that discussion here. Rather, we will show how the 
"measurement without theory" aspect has been tackled within the VAR 
approach in recent years. All our VAR analyses will utilize these 
recent developments; none of the applications are of the (seemingly) 
astructural type originally introduced by Sims (1980a). 

In principle, identification of structural impulses can be 
accomplished by restricting the contemporaneous propagation matrix 
and the contemporaneous covariance matrix of the impulses. Such 
restrictions yield impulses that have structural interpretations, 



in the sense of the shocks not being nonsensical linear combinations 
of a host of regression residuals but innovations pertinent to a 
certain,variable or to a certain meaningful function of variables. 
However, some general caveats to the exact identifiability of 
innovations should be mentioned. 

(i) The VAR models used in the subsequent analysis are fairly 
aggregated systems. They should be thought of as low dimension 
representations of the behavior of economic vector time series. 
Consequently, the estimated shocks may well be linear combinations 
of current and lagged values of larger groups of related, but 
distinct disturbances (for an,example see King (1986)). However, 
given the short spans of data typically available, the degrees of 
freedom constraint in VAR models is severe enough to necessitate 
focusing on key variables only. The choice of variables to include 
into the vector ~t will be dealt with at length in the subsequent 
analyses. At this point it may suffice to note that one is typically 
restricted to considering only those variables on which macroeconomics 
focuses the most interest (output, prices, money, the interest rate 
etc.). 

(ii) Even at a high level of aggregation, one cannot rule out 
changes over time in the dynamic relationships between different 
components of Yt' Sims (1980a, 1982, 1986, 1987) argues at length 
that changes in the propagation mechanism can be expected to be 
small, but evidence on larger changes has been presented (Litterman 
(1984), Litterman & Weiss (1985) and Miller & Roberds (1987)). If 
parameter variation is stochastic, but not allowed for in estimation, 
some portion of the estimated impulses is merely a reflection of 
parameter variation. 6 

6parameter variation may be caused by omitted variables, proxy 
variables, incorrect funtional form, aggregation and changes in 
policy rules. If a substantial change in policy occurred, we would 
expect large changes in all parameters, but because we do not allow 
for parameter variation, we could observe large contemporaneous 
shocks in all variables. Thus, large contemporaneous shocks in all 
variables may be symptomatic of changes in policy rules or other 
structural relationships. 
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(iii) Our estimated disturbances will always to some extent reflect 
(unsystematic) measurement errors in the data. 

It should be emphasized that in addition to the identifiability of 
the structural shocks, the exact interpretation or labelling of the 
shocks may be problematic in some cases. Thus e.g. a division of 
shocks into demand and supply shocks may be slippery. A technology 
shock may influence the supply of goods through fluctuations in work 
effort (at a given level of inputs), but it may also affect the 
demand for goods through its effect on wealth and the labor/leisure 
decision. Even the distinction between real and nominal shocks can 
be hard to make as in e.g. the case of real interest rate shocks, 
when the real rate of interest is calculated (in the conventional 
manner) as the nominal interest rate less the inflation rate, and 
the nominal interest rate is set by the policy authorities. With 
these caveats in mind we can proceed to the issue of how to identify 
the structural impulses. 

The most straightforward example of identifying restrictions is the 
Wold causal chain (Wold (1953». In fact, the recursive model was 
the only type of model in use in the early VAR analyses. The Wold 
causal chain is imposed upon the structural model (3.10), and hence 
upon the estimated VAR model (3.13), by specifying the matrix rO to 
be lower triangular. The reason why all the early VAR models were 
recursive stems from the use of the singular value decomposition of 
the sample covariance matrix Q - introduced by Sims (1980a) - when 

S 
orthogonalizing the estimated VAR residuals ~t. The (Cholesky) 
decomposition allows one to write Q = PP', where P is a lower 

S 
triangular matrix, thus giving orthogonalized VAR residuals nt 
through the transformation ni = P-1

St • As in general, ~t = ~ 
E-1(I - rO)St (see section~3.2.2),~and E is diagonal, the 
~ ~ ~ 

orthogonalization method, in effect, triangularizes the whole model. 

In some applications recursion may be a reasonable assumption (as in 
our model in chapter 5), but it will not be a suitable assumption in 
many cases. In the early VAR applications the recursivity of the 
model was often doubted, and the remedy was to evaluate the 
robustness of the estimation results by reporting results from 



different orderings of the variables. In many.cases varying results 
were obtained. As pointed out by Bernanke (1986), it is disturbing 
that authors of the early VAR applications "knew" that their models 
were recursive, but that they did not know the causal chain of their 
models. In larger VAR models a recursivity assumption coupled with 
an unknown causal chain will be infeasible anyway because of the 
large number of different orderings that would have to be considered 
(there are n! different orderings in an n-variable VAR model). 

Very little has been done to assess how costly it is to use a 
triangular VAR model when the structural model is not recursive. In 
a series of papers, Ray Fair has indirectly addressed this question. 
Fair (1988a) investigates how well a recurs;ve structure 
approximates his structural model of the U.S. economy (Fair (1984)). 
This is done by comparing impulse responses generated by three 
recursive, eight-variable (linear) VAR models to impulse responses 
from a simultaneous, nonlinear structural model with 29 stochastic 
equations and over 100 predetermined variables. Fair's documentation 
reveals that, surprisingly enough, the linear recursive models do 
approximate the nonlinear simultaneous structure, but he also finds 
discrepancies between the structures. Fair interprets his findings 
to suggest that his madel of the U.S. economy is not well 
approximated by recursive structures. Although scant, this evidence 
suggests that an unwillingness to impose other a priori restrictions 
than recursivity may be costly when one attempts to use a VAR model 
to uncover structural relationships in an economy. 

The "second generation" VAR madels pioneered by Bernanke (1986), 
Blanchard (1986), Blanchard & Watson (1986) and Sims (1986) achieved 
identification by imposing more realistic restrictions on rO than 
triangularity. More specifically, high frequency fluctuations were 
restricted by specifying the contemporaneous relationships between 
the components of Yt (and the covariance matrix n of the structural 

~ 1; 

33 



34 

impulses) according to standard, sparse macroeconomic mOdels. 7 Thus, 
orthogonal impulses are recovered without reliance on the Cholesky 
decomposition, and identification consequently achieved without 
having to render the model recursive. Such a sparse structural model 
will be used to identify the structural impulses in chapter 6. 

Imposing constraints on contemporaneous relationships in the 
structural model underlying the reduced form VAR representation is, 
in principle, similar to the allocation of exclusion restrictions in 
the Cowles Commission approach. Thus, a VAR model with incredible 
high frequency restrictions will be open to the same type of 
criticism that has been raised against Cowles Commission-type 
models. However, the VAR specification may still be preferable, 
because the long-run dynamics of the structural model are left 
unconstrained in a typical "second generation" VAR representation. 
In any case, the descriptive power of the VAR methodology remains 
attractive. 

Fair (1988b) has studied how well the estimated structural impulses 
identified by Bernanke (1986) and Blanchard & Watson (1986) resemble 
structural shocks estimated from the Fair (1984) model. Blanchard 
and Watson use a model with four variables, Bernanke includes six 
variables, and Fair operates with more than 100 variables. After a 
detailed comparison of the dates and magnitudes of large shocks, 
Fair concludes that the structural shocks identified by the VAR 
models in general are quite similar to the estimated shocks from the 
vastly more elaborate conventional model. 

In "second generation" VAR models, identification of shocks can also 
be accomplished by the imposition of low frequency restrictions. 
Identification schemes involving low frequency restrictions have . 

7High frequency fluctuations refer to the variability in a time 
series that corresponds to business cycle, or higher, frequencies, 
i.e. to short cycles. Low frequency variability refers to the 
spectral mass of a time series at frequencies close, or equal, to 
zero, i.e. to long cycles. Hence, high frequency restrictions affect 
short-run movements, and low frequency restrictions affect long-run 
movements, of a time series. 



been used by King et al. (1987), Shapiro & Watson (1988) and 
Blanchard & Quah (1989). As in the cases of Wold causal chain or 
other high frequency restrictions, constraints are put on the 
matrices of the structural model (3.10) (and, in effect, on the 
parameter and covariance matrices of representations (3.11) -
(3.14)). The long-run constraints derive from the steady state gain 
matrix H(I) of expression (3.19). The long-run multipliers of the 
moving average representation (3.18) translate ipto restrictions on 
the corresponding ."utoregressive representation (3.13), which is the 
model that is actually estimated. Long-run restrictions are employed 
in the analysis of chapter 7. 

3.3 Research Strategy of this Study 

First a VAR model of the form (3.13) is estimated, and the estimated 
disturbances are orthogonalized according to formula (3.15). The 
impulses are then scrutinized by examining their means, variances, 
kurtoses, skewness etc. and their relation to major historic 
economic events. Secondly, the model is inverted to yield a moving . 
average representation of the form (3.17). The dynamics of the 
estimated system are then uncoupled through decompositions of 
variance according to formula (3.16) and through plots of the 
sequence {Gi : i = 0, 1, 2, ••• 1, and issues of persistence are 
addressed through the measure H(I) of expression (3.19). The 
question of changes over time in the model dynamics are addressed by 
repeating the analyses for subsamples. Time variation in model 
parameters could also have been handled through use of the Kalman 
filter (see Sims (1982)), but we refrain from that approach because 
of the computational burden. Fairly extensive sensitivity analyses 
are carried out throughout the study, because we strongly beli.eve 
that "A fragile inference is not worth takillg seriously" (Leamer 
(1985b), p. 308).8 

The above procedure is applied in chapters 5 - 7 to three different 
types of structural VAR models. These models also represent 

8All computations are carried out using RATS (Doan (1989)). 
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alternative strategies for identifying structural impulses. Firstly, 
a recursive model focusing on the variable of ultimate interest -
output - is estimated. This model comprises the total industrial 
production of Finland, the output of the eight most important 
countries for Finnish exports and the output of the U.S. This model 
is designed for intensive and exclusive analysis of the transmission 
of output impulses from the U.S. economy to other bigger economies 
and from these countries to the Finnish economy. The model 
quanti~ies the influence of foreign output on the Finnish economy, 
and suggests the predominant routes by which foreign output 
fluctuations reach the Finnish economy. 

Secondly, a structural VAR model is estimated where identification 
of th~ shocks has been achieved by imposing restrictions on the 
short-run interactions. The restrictions originate from a sparse 
theoretical dynamic model of a small open economy. The resulting 
class of models is closest to the conventional Cowles Commission 
models,' and leaves the long-run dynamics to be determined by the 
data. In this model the domestic economy is complemented by 
including, inter alia, production, prices and money in the model. 
This requires aggregationof the international economy into very few 
vari.ables. Special interest is focused on the long-run impact of 
policy variables and of foreign variables. 

Thirdly, a structural VAR model with restrictions on the long-run 
behavior of the model is estimated. Hence, the model is designed to 
allow the data to speak- freely about the short-run dynamics of the 
model •. We.use the same sparse theoretical model of a small open 
economy as a frame of reference as in the analysis with short-run 
restrict,ions, and base the identifying assumptions on the empirical 
evidence generated in that analysis. It should be pointed out that 
while the focus of interest in the second class of models is on 
issues of economic growth, long-run neutraHty etc., and the focu!i 
of interest in the third class. is on the short-run impact of shocks, 
it is the same shocks that cause both types of fluctuations. 

~~l mode)s. wJll have in common possible long-run equilibrium 
relation~~ips that emerge from the preliminary data analysis in 



chapter 4. If empirical evidence of cointegration among some subset 
of the key macroeconomic variables under consideration in this study 
is found, these long-run relations will be taken into account where 
appropriate. Structural VAR models containing cointegration 
relationships can be called "third generation" VAR models. Models of 
this kind have been employed by Blanchard (1986), Campbell & Shiller 
(1987), Walsh (1987), Shapiro & Watson (1988), Kugler (1989) and 
LUtkepohl & Reimers (1989a,b). 
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4 A PRELIMINARY DATA ANALYSIS 

The aim of this chapter is to produce empirical evidence on the 
joint integrating properties of our data. This empirical evidence 
will constitute information about how the data should be 
stationarized, how seasonality should be addressed, and about 
possible long-run equilibria affecting the specification of the 
subsequent models. This information will also indicate which type of 
distribution theory should be used for tests of the VAR models. Of 
course, the joint integration properties of key international and 
Finnish macroeconomic vari,ables may be interesting in their own 
ri ght as well. 

4.1 Choice and Description of the Data 

Seasonally unadjusted data are employed throughout our study. This 
is because the use of seasonally adjusted data may lead to mistaken 
inferences about the strength and dynamics of the relationships in 
VAR models (see Sims (1974), Wallis (1974), Ghysels (1988) and 
Singleton (1988». It is somewhat surprising - and worrying - that 
seasonally adjusted data have been employed in so many VAR studies, 
including the studies of Sims (1980a), Litterman & Weiss (1985), 
Bernanke (1986), Blanchard & Watson (1986), Kuszczak & Murray (1987) 
and Kugler (1989). While the hazards of using seasonally adjusted 
data have been known for as long 'as VAR analyses have been done, one 
may add that the more recent awareness of how the data should, in 
most cases, be stationarized, has attenuated the need for the use of 
seasonally unadjusted data (Singleton (op.cit.), p. 372). 

Monthly data are used throughout our study. Like the pioneers of the 
study and measurement of business cycles Arthur Burns and Wesley 
Mitchell, one can argue that monthly data are basic, since only this 
kind of data permit observation of the dynamics in the essential 
detail (Burns & Mitchell (1946), pp. 80 - 81). In particular, monthly 
data are essential when the system includes fast-moving and jumping 
entities like prices, money, interest rates and the exchange rate. 
Furthermore, our approach necessitates the use of a fairly large 



number of observations, since- VAR mode1s are very data intensive and 
practica11y a11 of the distributiona1 resu1ts for this c1ass of 
mode1s qre asymptotic. These aspects are further attenuated by the 
need to be ab1e to ana1yze subperiods separate1y and by the 
potentia1 need to inc1ude many variab1es in the estimated mode1s. l 

At the risk of stating the obvious, we note that whi1e the VAR 
approach necessitates the use of 1arge data sets, the critica1 issue 
is the amount of genuine information - not the mere number of data 
points. This remark may be warranted, however, since it high1ights 
the need to consider on1y actua1, "true" observations and cautions 
against the use of synthetic, "invented" data. In other words, we 
shou1d refrain from inventing month1y observations where none exist, 
because app1ying the data-oriented VAR approach to synthetic data 
wou1d be tantamount to being methodo1ogica11y se1f-defeating. Whi1e 
it certain1y is regrettab1e that month1y observations on many 
macroeconomic variab1es do not exist, we wi11 neverthe1ess be ab1e 
to inc1ude those variab1es which have usua11y attracted the most 
interest (output, prices, money, interest rates etc.). 

There are a tota1 of 11 foreign variab1es and 10 Finnish variab1es 
in the data set. The foreign variab1es are: U.S. rea1 tota1 
industria1 production y*U, two measures of intermediate economy rea1 
output y*E and y*E*, respective1y, a broad measure of foreign rea1 
tota1 industria1 production y*, foreign consumer prices p*, a foreign 
short-term interest rate i*, and the price of oi1 pO. The variab1es 
y*E and y*E* are weighted aggregates of eight western economies 
(exc1uding the U.S. and the Finnish economy) with weights based on 
the size of the economy and its importance for' Finnish exports, 
respective1y. The variab1es y* and p* are weighted aggregates of the 
nine most important countries for Finnish exports. The variab1e i* 
is weighted in accordance with the weights of the Finnish currency 

! 
index. The foreign short-term interest rate is expressed both in 
nomina1 and in rea1 terms, and the price of oi1 is operationa1ized 
in two different ways, expressed both in nomina1 and in rea1 terms. 

lMonth1y data have a1so been preferred by Sims (1980b), Burbidge & 
Harrison (1984, 1985), Litterman (1986), Genberg & Sa1emi (1987), 
Genberg et a1. (1987), Amb1er (1989) and Stock & Watson (1989). 
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The domestic variables are: real total industrial production y, 
consumer prices p, Ml m, a short-term interest rate i, net real 
borrowing requirement of the government g, credit advanced to the 
public c, the exchange rate e, and the terms of trade p/p*. The 
short-term interest ra te and the exchange rate are expressed both in 
nominal and in real terms. In the subsequent analyses, all variables 
are expressed in natural logarithms, except the interest rates, 
which are expressed in per cent, and g, which is in natural units. 
Data sources and a detailed account of how the variables are 
constructed are presented in Appendix 1. Graphs of variables are 
presented in Appendix 2. 

4.2 Joint Integration Properties of the Data 

A purely trend stationary univariate time series exhibits transitory 
fluctuations around a deterministic trend, and the series can be 
rendered stationary by removing the deterministic trend. A purely 
difference stationary univariate time series shows no tendency to 
stabilize around some deterministic path, and this type of process 
can be stationarized by taking differences of the series (Nelson & 
Plosser (1982». Nelson and Plosser (op.cit.) analyzed some key U.S. 
economic time series, and produced evidence in favor of the view 
that most of the series belong to the difference stationary family. 
They also pointed out some implications of such a finding for 
hypothesis testing and for business cycle theorizing. 

Subsequent research has tended to support the findings of Nelson and 
Plosser (op.cit.), and the implications for statistical inference 
and business cycle theorizing have been elaborated upon. The 
following related results can be mentioned. If the components of :t 
include random walk components, and the VAR model is estimated in 
levels with deterministic trends, the estimated impulses ~t will 
exhibit pseudo-cyclical and purely artifactual dynamic properties 
(Nelson & Kang (1981». Low frequency movements in the estimated 
impulses will be exaggerated and high frequency movements will be 
attenuated (Chan et al. (1977». In addition, the model will exhibit 
spurious correlation (Nelson & Kang (1984». There is some evidence 



that causal !elationships will be weakened or removed when such a 
misspecified model is employed (Kang (1985)). On the other hand, 
improper differencing will attenuate low frequency movements in the 
estimateä impulses while exaggerating high frequency movements (Chan 
et al. (op.cit.)). In VAR analyses, sensitivity with respect to the 
detrending method has been encountered by Shapiro & Watson (1988) 
and Blanchard & Quah (1989). 

Inference in multiple time series models with integrated processes 
has been studied by Phillips & Durlauf (1986), Sims et al. (.1987) 
and Park & Phillips (1988). Theorem 3.2 of Phillips & Durlauf (op.cit.) 
shows that OLS regression of our basic time series representation 
(3.1) yields consistent estimates even if ~ = I, or if assumptions 
(3.2iii) or (3.2iv) fail to hold. Specifically, their theorem 3.3 
shows that even when the forcing sequence {~t: t = 1,2, 3, ••• } is 
heteroskedastic and temporally dependent the OLS. estimator of this 
innovation process will be consistent. A generalization of these 
results to inference in multiple time series models with 
near-integrated processes has been presented by Phillips (1988). 

The situation when deterministic elements are introduced into model 
(3.1) has not yet been fully worked outo Sims et al. (1987) and Park 
& Phillips (1988) study a VAR(l) model, and generalize the analyses 
of Phillips & Durlauf (1986) by allowing for unit roots in each 
component of the vector process and a nonzero drift vector in the 
VAR model or in the integrated processes. The authors conclude that 
although the coefficient estimates are consistent (in fact, the OLS 
estimator for ~ of model (3.1) can converge at a rate of Op(T-1); 
see also Stock (1987)), the limiting distribution of the error 
variance-covariance matrix n is singular and nonnormal when more 
than one component of Yt is dominated by a stochastic trend. 
Moreover, if model (3.1) contains a constant vector, a deterministic 
trend component, and more than one of the components of Yt are random 
walks with drifts, then the estimators of the mean vector and of 
parameters on regressors other than the deterministic trend vector 
will be consistent, but the estimator of the deterministic trend 
coefficients will depend on the drift parameter. Again, all limiting 
distributions will be nonnormal. 
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Test statistics for VAR models with integrated processes and 
deterministic elements have been studied in more detail by Sims et 
al. (1987) and Park & Phillips (1988). Sims et al. show that the 
conventional test for lag length will have the usual asymptotic x2 

distribution when the test concerns linear restrictions on 
coefficients on mean zero stationary regressors. Standard 
distribution theory even applies in certain cases if there is a 
drift or a deterministic trend in the regressors. In general, 
causality tests and tests for long-run neutrality in cointegrated 
systems have standard asymptotic distributions (Sims et al. (1987), 
LUtkepohl (1989), LUtkepohl & Reimers (1989a) and Reimers & 
LUtkepohl (1989)). 

A Monte Carlo Study by Ljungqvist et al. (1988) on the distributions 
of such test statistics confirms that the nonstandard distributions 
differ substantially from the usual normal or x2 distributions. On 
the other hand, the asymptotic approximations to these nonnormal 
distributions are characterized as adequate in sample sizes of 100 
and good in samples with 400 observations. A Monte Carlo study by 
Ohanian (1988) presents some evidence according to which the 
presence of an integrated regressor in a VAR model estimated in 
levels has important effects on block exogeneity tests and some 
moderate effects on decompositions of variance. 

Moving on to issues involving common unit roots, i.e. cointegration, 
it will prove instructive to express the basic time series 
representation (3.1) in a slightly different form. The law of motion 
(3.1) can be written in the form 

(4.1) (1 - L)~t+l = -rr ~t + B ~t+l 

where rr = 1 - ~. Notice that when model (3.1) is explicitly enlarged 
to higher order autoregressions, expression (4.1) emerges as a 
normal (assuming that B = 1) first differenced VAR model with the 
exception of the level term -nyt. Expression (4.1) can also be 
referred to as an error correction model (see Harvey (1981)). 



The concept of cointegration formalizes the old notion that some 
linear combinations of time series variables appear nonstationary, 
whereas others appear to be stationary (see Sargan (1964), and Stock 
& Watson (1988) for some older references). The notion of 
cointegration, first introduced by Granger (1981), can be made 
precise through the specification of the coefficient matrix n of 
expression (4.1). If 0 < rank(rr) = r < n there will exist nonzero 
nxr matrices F and G such that rr = FG'. The cointegrating vectors 
2 form the columns of G and have the property that the quantity 
2'Yt = Zt is stationary. Since the columns of G form the distinct 
cointegrating vectors there may exist up to r (up to a· nonsingular 
rxr matrix) unique cointegrating vectors. The columns of the matrix 
F contain the loadings with which Zt enters model (4.1). If rank 
(n) = n ~t is stationary and if rank (II) = 0, model (4.1) 
reduces to a model for a stationary process (I-L)Yt' 

Engle & Granger (1987) interpret the relationship 2'Yt = 0 as an 
equilibrium and consequently a quantity 2'Yt = Zt as~an equilibrium 
error. More generally, 2'~t need not be a ;tationary combination of 
the elements of ~t' but only a linear combination of lower order of 
integration than the individual elements of Yt' The equilibrium may 
be thought of as a hyperplane in n-dimensional real space Rn 

corresponding to an attractor set A c Rn towards which the system 
(3.1) is moved, by the attractor process Zt' In general, the 
attractor can be bounded as well as unbounded, and there may exist 
disjoint attractors with different strengths of attraction and with 
different ability to capture the system within itself (Granger 
(1987) ) • 

However, we will restrict the present analysis to linear, static, 
constant, integer, zero frequency cointegration among first Ilioments 
of variables of the same order of integration. Thus, e.g. 
cointegrated but nonstationary systems will not be dealt with. This 
is because, at present, implications of cointegration for VAR 
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systems and exact asymptotics or Monte Carlo results for testing for 
cointegration are known for this case only.2 

4.3 Empirical Findings 

4.3.1 Tests for Integration 

We begin by examining the degree and nature of integration among our 
series. The general technique is to isolate the unit roots as 
coefficients in finite autoregressive estimating equations. We follow 
Nelson & Plosser (1982), Stulz & Wasserfallen (1985), and others, in 
using the test statistics developed by Fuller (1976), Dickey & Fuller 
(1981) and Hasza & Fuller (1982). Distinction is made between time 
series containing seasonal elements and series which do not. The 
distinction is based on the autocorrelation and partial autocorrelation 
patterns at seasonal lags of the differenced series (see Appendix 3). 
No convincing signs of seasonal fluctuation were found in the series 
i*, i* _ p*, e, er , pOl, p01r, p02, p02r, and pfp*. The series 

*U *E *E* * * . d·· f d t Y , Y , Y , y, p, m, e, y , p , g, 1 an 1 - P were oun 0 

contain seasonal elements. 

Since our tests for unit roots are sensitive to how the alternative 
hypothesis is specified (in applications, this has been encountered 
by Downes & Leon (1987), West (1987) and Rappoport & Reichlin 
(1989)), several different testing models are used. The models are 
shown in Table 4.1. For the non-seasonal time series three models 
implying three alternative hypotheses of different complexity were 
employed. Nl in Table 4.1 is the most restrictive model, with a pure 
driftless random walk under the null hypothesis. The order p of the 

2Nonlinear cointegration has been studied by Granger (1987) and 
dynamic cointegration by Salmon (1988). Time-varying cointegration 
appears in Granger (1986) and Osborn et al. (1988) and fractional 
integration in Diebold & Nerlove (1988). Cointegration at other 
frequencies than the zero frequency appears in Engle et al. (1989) 
and cointegration among higher moments in Escribano (1987). 
Cointegration of variables with different orders of integration has 
been studi'ed by Davi dson (1986) and Johansen (1988a). 



correction for serial dependence in the test regression residual vt 
was set at p = 6 to ensure that the residual is white noise and to 
correct for possible moving average components in the variables 
under investigation (see Molinas (1986) on the former, and Said & 
Dickey (1984) and Schwert (1987, 1989) for elaborations on the latter) .• 
N2 and N3 add a constant and a trend to the test regressions, 
respectively. 

TABLE 4.1 

Models for tests for the order of integration 

Non-seasonal (monthly) time series 

(Nl) 

(N2) 

(N3) 

Seasonal (monthly) time series 

( S1) 

(S2) 

+ a vt + vt p -p 

11 
a4vt _1 + .•• + aqvt _q + bO + b1time t + il1hiDit + vt 

Xt = variable investigated, Vt = (l-L)xt, Vt = (1-L)(1-L12)xt, 
time = time trend (see Appendlx 1), Dt = seasonal dummy vari.able 
(see Appendix 1) and Vt = white noise residual. 

Tests for non-seasonal and/or seasonal roots are performed using 
models Sl and S2. Sl is the seasonal counterpart of'N1, and S2 is 
the most general seasonal model including a constant, a trend and 
seasonal dummy variables. The order q of ·the correction for serial 
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dependence in the test regression residuals vt was set at q = 12 in 
order to whiten the residuals and to correct for the effects of 
possible moving average components in the seasonal series. 

It should be strongly emphasized that the hazards of inference about 
integration are considerable when dealing with sample sizes like 
ours. Monte Carlo evidence by Dickey & Fuller (1979, 1981), Evans & 
Savin (1981, 1984), Banerjee et al. (1986) and Hakkio (1986) 
suggests that the power of unit root tests is exceedingly low so 
that large type II errors are a potential difficulty. The 
possibility that our series contain moving average components 
further distorts rejection rates. Monte Carlo evidence by Mo1inas 
(1986) and Schwert (1987, 1989) show that dramatic departures from 
the usua1 critical values can occur in these cases. 

All tests are performed using the maximum amount of data, but the 
analyses are repeated for three subsamples. Primari1y, we split 
the samp1e into what cou1d be cal1ed Bretton Woods and post-Bretton 
Woods subperiods. In addition to representing data from two exchange 
rate regimes, the subperiods differ radically with respect to oi1 
price volatility and corresponding overall volati1ity. Fairly 
widespread use of index clauses during the first subperiod, and a 
complete absence of de jure indexation during the second subperiod, 
furthermore stands out with respect to the Finnish economy. As the 
Bretton Woods arrangement was gradually abo1ished during 1972, and 
the first oi1 price shock occurred during the fall of 1973, we 
choose to split our samp1e at 1973M1. In addition, possib1e 
structural changes are investigated by a1so focusing on data from 
the 1980s on1y. The 1980s may differ from the 1970s since the EMS 
came into effect in 1979 and the FED adopted a new po1icy 
implementation in the fal1 of 1979. Thus, our analyses will be 
performed for data from the periods 1960M1 - 1988M8, 1960M1 -
1972M12, 1973M1 - 1988M8 and 1980M1 - 1988M8. 



Results of the tests based on the full sample period for the order 
of integration of nonseasonal and seasonal variables are presented 
in Tables 4.2 and 4.3, respectively. Results for the subsample 
periods are presented in Tables A4.1 - 6 in Appendix 4. The results 
of the tests with nonseasonal variables can be summarized as 
follows. With one exception, all nonseasonal variables appear to be 
integrated of order one (1(1». The foreign real rate of interest 
does not seem to display unit root nonstationarity, however. The 
foreign nominal interest rate appears to be 1(1) albeit for some 
weak and mixed evidence in favor of 1(0). Hence, we would expect the 
foreign price level to be 1(2) (whe~ using the (1 - L3) filter to 
generate three-month inflation rates). The terms of trade are 1(1) 
possibly with drift. All other variables are well approximated as 
1(1) variables without drift in their logarithmic form. 

Since we cannot a priori rule out changes in the data generating 
processes of our variables during our sample period, a look at 
subsample evidence is necessary. However, subsample analyses lack in 
power even more than full sample analysis, and the subsample 
findings must consequently be considered with a healthy dose of 
caution. Summarizing, the subsample analyses documented in Tables 
A4.1 - 3 of Appendix 4 furnish the following picture. All variables 
are well approximated as 1(1) variables during 1960 - 1972, except 
for the foreign real rate of interest which is 1(0). In 1973 - 1988, 
we are unable to reject the hypothesis that the foreign real rate of 
interest contains a unit root. Moreover, the terms of trade seem to 
be 1(0) with trendlike behavior or perhaps drift. There is also some 
evidence against a unit root in the oil price series, notably so in 
the case of the import price of energy series. During 1980 - 1988, 
all variables seem to be 1(1), and the terms of trade 1(1) with 
drift. 
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TABLE 4.2 

Tests for the order of integration af nonseasonal variables using data from the period 1960Ml - 1988MB 

Data in levels 

t 

i* 0.998 
(-0.61) 

0.976 
( -2.64)* 

0.965 
(-3.15)* 

i*-p* 0.983 
(-1.27) 

0.925 
(-2.69)* 

0.880 
(-3.55)** 

e 1.000 
(1.20) 
0.996 

( -1.18) 
0.969 

(-2.33) 

er 1.000 
(-0.40) 

F1 

3:53 

3.63 

2.27 

0.985 1.12 
( -1.39) 

F2 F3 

3.34 5.00 

4.23* 6.35** 

2.98 2.87 

0.985 0.90 1.19 
( -1.37) 

Data in first differences 

t 

0.404 
(-5.55)*** 

Fl 

0.404 15.4*** 
(-5.54)*** 

F2 F3 

0.401 10.2*** 15.3*** 
(-5.53)*** 

-0.880 
(-10.9)*** 

-0.880 58.9*** 
(-10.9)*** 

-0.881 39.2*** 58.7*** 
(-10.8)*** 

0.255 
(-6.39)*** 

0.201 22.0*** 
(-6.64)*** 

0.196 14.8*** 22.1*** 
( -6.66)*** 

-0.118 
(-1.42)*** 
-0.126 27.6*** 

(-7.42)*** 
-0.134 18.5*** 27.8*** 

(-7.45)*** 

p02 

p02r 

p/p* 

Data in levels 

t 

1.000 
(0.70) 
0.997 

.(-1.16) 
0.993 

(-1.08) 

1.000 
(-0.40) 

0.987 
( -1.60) 

0.988 
( -1.36) 

1.000 
(1.00) 
0.997 

( -1.23) 
0.979 

( -2.03) 

F1 

1.29 

1.38 

4.16* 

F2 F3· 

1.01 0.88 

1.02 1.43 

3.85 2.34 

----- ----

Data in first differences 

t 

0.456 
(-6.11l*** 

F1 

0.437 19.5*** 
(-6.24)*** 

F2 F3 

0.425 13.3*** 20.0*** 
(-6.32)*** 

0.348 
(-6.75)*** 

0.344 22.8*** 
(-6.76)*** 

0.325 15.7*** 23.6*** 
(-6.87)*** 

0.366 
(-5.56)*** 

0.223 19.2*** 
(-6.20)*** 

0.210 13.0*** 19.5*** 
(-6.24)*** 

The estimated first-order autaregressive parameter a1 (see equations (Nl) - (N3) af Table 4.1) is given in the column denoted t and the t value of this 
e~timate in parentheses. The null hypotheses are: t; a1=l, F1; bO=O, b1=I, F2; bO=b1=O, a1=1 and F3; a1=l, bl=O (see equations (Nl) - (N3) of Table 4.1). The 
Dlckey-Fuller tests are based on regressions with six lagsof the differenced variable under investigation. Dul1l11Y variables taking the value 1 for the 
following variables (dates) and 0 otherwise have been employed in the test regressions: er (1967M11 - 1967M12) and p02, p02r (1971M11, 1974MB). Crftical 
values ·for the tests are tabulated by Fuller (1976) and Dickey & Fuller (1981). Rejection at the 10,5 and 1 per cent level of significance 1s 1ndicated by *, 
** and ***, respectively. 
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TABLE 4.3 

Tests for the order of integration of seasonal variables using data from the period 1960Ml - 1988M8 

Data in levels Data in first differences Data in levels Data in first differences 

t F4 F5 t F4 F5 t 1'"4 F5 t F4 F5 

y*U 1.000 7.25*** 0.883 23.2*** c 24.8*** 0.958 27.5*** 
(-3.15)*** (-1.64)* (2.00) 

0.973 
(-2.90) 

62.7*** 0.439 98.9*** 

1.001 
(2.63) 
0.987 

(-3.11) 
71.2*** 0.493 104*** 

y*E 1.000 
(3.40) 
0.987 

( -2.04) 

y*E* 1.001 

y 

p 

m 

(2.65) 
0.960 

(-2.84) 

1.001 
(2.70) 
0.955 

(-1. 73) 

1.000 
(1.60) 
0.993 

( -1.69) 

1.003 
(2.03) 
0.958 

(-2.66) 

(-7.54)*** 

5.61*** 0.969 19.3*** 
(-2.11)** 

37.2*** 0.306 104*** 
(-8.40)*** 

6.56*** 0.988 13.5*** 
(-0.86) 

42.0*** 0.458 159*** 
(-7.77)*** 

5.09*** 0.969 15.3*** 
( -1.38) 

58.3*** 0.431 198*** 
(-7.41)*** 

35.4*** 0.868 36.7*** 
(-2.78)*** 

116*** 0.369 148*** 
(-7.84)*** 

12.1*** 0.612 23.6*** 
(-4.90)*** 

57.7*** -0.031 243*** 
(-10.4)*** 

y* 

p* 

1.000 
(2.20) 
0.960 

(-2.90) 

1.000 
(0.60) 
0.995 

(-2.29) 

0.992 
(-0.72) 

0.867 
(-3.42)* 

(-6.88)*** 

6.81*** 0.995 14.9*** 
(-0.32) 

87.9*** 0.523 149*** 
(-7 :57)*** 

20.8*** 0.946 23.2*** 
(-1.89)* 

103*** 0.642 135*** 
(-5.68)*** 

41.0*** 0.336 61.9*** 
(-6.01)*** 

97.6*** 0.082 179*** 
(-9.30)*** 

i-p 0.964 33.6*** 0.423 60.1*** 
( -1.50) (-5.76)*** 

0.770 103*** 0.072 163*** 
(-4.45)*** (-9.48)*** 

The estimated first-order autoregressive parameter a1 (see equations (51) - (52) of Table 4.1) is given in the column t and the t 
value of this estimate in parentheses. The null hypotheses are: t; al=l, F4 and F5; al=a2=1, a3=0 (see equations (51) - (52) of 
Table 4.1). The Dickey-Fuller-Hasza tests are based on regressions wlth twelve lags of the differenced variable under 
investigation. Duromy variables taking the value 1 for the following variables (dates) and 0 otherwise have been employed in the 
test regressions: y*E*, y* (1980M5) and y (1971M2 - 1971M3). Critical values for the tests are tabulated by Fuller (1976) and 
Hasza & Fuller (1982). Rejection at the 10,5 and 1 per cent level of significance is indicated by *. ** and ***, respectively. 
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The tentative character of the above resu1ts shou1d be emphasized; 
the 10w power of tests for unit roots is a wide1y recognized fact. 
This may a1so have showed up in the few mixed resu1ts found, in 
particu1ar when comparing resu1ts from different subperiods. 
Furthermore, it is not c1ear how we11 these simp1e tests are suited 
for ana1yzing time series with comp1icated data generating 
processes, such as the exchange rate or the price of oi1. Whi1e it 
is not possib1e to draw strong conc1usions from our ana1yses, it 
appears that most of the variab1es are 1(1). As there may be 
exceptions to this, such as the foreign rea1 rate of interest (which 
may have been 1(0) before 1973 but 1(1) afterwards), sensitivity 
ana1yses seem warranted. As a by-product of the tests for the order 
of integration, we may note that the resu1ts suggest that the price 
of crude oi1 and the domestic price 1eve1 have not been bivariate1y 
cointegrated with the foreign price 1eve1. 

The resu1ts of the tests for unit roots in seasona1 variab1es can be 
summarized easi1y, since the evidence is uniform and, re1ative1y 
speaking, strong. A11 seasona1 variab1es are 1(1), with one, or 
possib1y two, exceptions. The obvious exception is the (domestic) 
rea1 interest rate, which, as its foreign counterpart, seems to be 
1(0). There is a1so some evidence that the nomina1 (domestic) 
interest rate cou1d be 1(0); one of the tests rejects the occurrence 
of a unit root practica11y at the five per cent 1eve1 of 
significance. With· respect to seasona1 unit roots, the evidence is 
overwhe1ming; the occurrence of stochastic seasona1ity can be 
rejected in each and every case at the one per cent 1eve1 of 
significance. 

The ana1yses based on subsamp1es documented in Tab1es A4.4 - 6 of 
Appendix 4 tend to corroborate the fu11 sample resu1ts. The fisca1 
po1icy stance proxy turned out to be 1(1) with strong deterministic 
seasona1 e1ements. Some signs of stochastic seasona1ity were 
recorded for y, y*E* and 9 toward the end of the fu1l samp1e 
period. These resu1ts may be suspect because of the short time span 
avai1ab1e in subsamp1e ana1yses, however. The degree of integration 
for some of the output variab1es differs uncomfortab1y much across 
subsamp1es according to the tests, which may a1so attest to the 



perils of putting too much emphasis on these subsample results. A 
prime example of the hazards for inference of a short period is 
offered by the real ra te of interest, which turned out to be I{O) 
when the maximum number of observations was analyzed, but appeared 
to be I{l) when only subsample information was allowed to bear on 
the results. In addition, some sensitivity of the results with 
respect to the alternative hypothesis could be detected. Hence, we 
again have to emphasize the tentative character of these results. 

The seasonality of the output variable y deserves some further 
comments. Seasonal movements in Finnish real total industrial 
production are very pronounced, both in absolute terms and relative 
to seasonal movements in output in many other western economies. In 
fact, 89.9 per cent of the movements in the growth of Finnish real 
total industrial production can be attributed to deterministic 
seasonality during our sample period. Output growth slows down in 
June, and output takes a pronounced dip in July. In August and 
September output recuperates, but slows down somewhat again in 
December. Over our sample period, very little change in this 
seasonal pattern has occurred. 

Despite the overall good accuracy of the fixed seasonal mean 
approximation, a close scrutiny of the seasonal movements of y 
reveals some signs of varying seasonal patterns. This shows up in 
the slowdown in July, but, in particular, it shows up in March and 
April. The nonconstant quasi seasonal movements in the early spring 
arise from the contract setting system in the Finnish labor market, 
which, in a rather unsystematic manner, has resulted in strikes in the 
spririg. A fuller description of this phenomenon and the collective 
wage bargaining system inFinland is provided in Saikkonen & 
Teräsvirta (1985). We do not attempt to remove such stochastic 
"seasonals", however, since strikes represent one type of shock we 
will want to identify in the subsequent chapters. Also, in recent 

- , 

years labor market contracts have been made for two years ahead, 
removing this phenomenon from the realm of seasonality. 

The empirical evidence on the degree of integration of key Finnish 
macroeconomic variables is in broad agreement with international and 
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other Finnish evidence. Huizinga (1987) finds unit roots in y*U and 
all the components of y*E, y*E* and y*, and Gerlach (1988) and 
Wasserfallen (1988) reach the same conclusions using data from 
France, Germany, the U.K. and the U.S. Nelson & Plosser (1982) and 
Schwert (1987) find that U.S. counterparts to y, p, m, and i are 
1(1), and using a nonparametric approach Perron (1988) reaches 
similar conclusions. International evidence presented in Stulz & 
Wasserfallen (1985) and Wasserfallen (1986, 1988) gives the same 
picture, with the additional finding that international counterparts 
to e also are 1(1). 

Wallius (1983) examines Finnish data, and finds that y, p, and i are 
1(1). Johansen & Juselius (1989) find unit roots in p and m, but 
reject the null hypothesis of a unit root in i when i is measured by 
the Bank of Finland's call money rate of interest. 3 The evidence on 
seasonal unit roots in Stulz & Wasserfallen (1985) and Wasserfallen 
(1986) is mixed; the authors are not able to reject the null 
hypothesis of a seasonal unit root in about half of the cases they 
consider. Barsky & Miron (1989) find little evidence of stochastic 
seasonality in a large U.S. data set using unit root and spline 
function models. 

4.3.2 Tests for Cointegration 

We now move on to investigate whether some of the documented unit 
roots are common to two or more series. Since the seminal paper of 
Granger (1981) many tests for the null hypothesis of 
non-cointegration have been developed. The most widely used and 
studied tests are the residual based tests proposed by Engle & 
Granger (1987). These tests are closely related to the tests for 
unit roots used above. The residual based tests of Phillips (1987) 
are also frequently used (the augmented Dickey-Fuller test and the 

3Whether gross domestic product contains a unit root or not has 
not been empirically settled in the literature. An ;llustration of 
this ;s the ongoing debate concerning U.S. gross domestic product; 
see Christiano & Eichenbaum (1989) and the references cited therein. 



Phillips Zt test are asymptotically equivalent (Phillips & Ouliaris 
(1988a)). 

An alternative strand of the testing for cointegration literature 
focuses on the matrix rr in model (4.1) or, alternatively, on a 
diagonalization p-1rrP = 0 of this matrix. Stock & Watson (1988) 
suggest testing for the number of common (stochastic) trends by 
examining how close to zero the largest eigenvalues of 0 are. 
Johansen (1988b, 1989) works directly with model (4.1), and 
constructs the maximum likelihood estimator of the space of 
cointegrating vectors ~ and likelihood ratio test statistics for the 
dimension r of this space. Essentially, an estimate of ~ is obtained 
by applying canonical analysis to the variables (1-L)Yt+1 and Yt. 
The common trends approach has been appl i ed by Hui zi nga (1987) ~ Ki ng 
et al. (1987), Giovannini (1988) and Shapiro & Watson (1988), and 
the maximum likelihood approach by Hall (1989) and Johansen & 

Juselius (1989). 

A third approach to testing for cointegration has recently been 
proposed by Phillips & Ouliaris (1988b). They propose the use of 
princi.pal components methods, and suggest testing whether or not the 
spectral density matrix L of the forcing process ~t has negligible 
eigenvalues. If there exists r distinct cointegrating vectors E will 
have r eigenvalues equal to zero. The authors also report some 
empirical applications. 

We will employ the maximum likelihood approach due to Johansen 
(1988b, 1989). This procedure is chosen primarily to overcome the 
inherent major weakness of the two-step procedure of Engle & Granger 
(1987) involving the non-uniqueness of cointegration vectors when 
more than two variables are considered. More specifically, the 
two-step procedure would be applicable on1y if one knew a priori 
that none of the cointegration vectors involve precisely the same 
set of variables. Moreover, the two-step estimator is known to 
exhibit a considerable degree of small sample bias (Banerjee et al. 
(1986), Stock (1987)). Since cointegration implies causation, the 
need to consider higher dimensional systems than bivariate systems 
should be apparent (notwithstanding the fact that Granger (1981) 
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speaks about bivariate relationships only and the vast bulk of 
empirical work beginning with Engle & Granger (1987) has dealt with 
pairwise relationships only). 

When carrying out the tests for cointegration, we will follow the 
research strategy outlined in section 3.3 of chapter 3. This entails 
focusing on two categories of models, one comprising output 
variables only, and one consisting of both real and nominal foreign 
and domestic variables. With regard to the choices of variables for 
these models, we will anticipate the results of the analyses in 
chapters 5 - 7 in the sense that we take as given the basic variable 
vectors entering the two categories of models. Sensitivity analyses 
are carried out to strengthen the reliability of the choices. As in 
the case of the univariate tests for unit roots, the analyses are 
carried out for the full sample period as well as for the three 
subsample periods. The empirical results concerning subperiods will 
again be relegated to an appendix. 

We begin by considering the output variables y*U, y*E, y*E* and y 
entering the model of chapter 5. The empirical evidence for the full 
sample period is presented in Table 4.4, and the subperiod results 
are presented in Table A5.1 of Appendix 5. With regard to the full 
sample results, the tests for the number of cointegrating vectors 
unanimously indicate the presence of two long-run equilibrium 
relationships. Hence, international output developments during our 
sample period have been tied together by equilibrating forces 
guaranteeing that output in one country never drifts too far away 
from the output of other countries. Given the differences in the 
level of output across economies, this also implies that, on 
average, any one economy has not become richer relative to another 
economy during our sample period. These results on cointegration 
among output in different economies are thus consistent with the 
stylized facts on economic growth documented and analyzed by e.g. 
Lucas (1988). 



TABLE 4.4 

Maximum likelihood estimation results for a VAR model far the vector 
~t = (ytU ytE/yt

E* yt )' using data from the period 1960M1 - 1988M8 

Y = (y*U y*E y )' 
~t t t t 

Eigenvalues 

(0.090 0.055 0.010) (0.078 0.046 0.008) 

Eigenvectors 

[
-56.2 -8.82 63.2 ] [-76.9 2.59 27.1 ] 

6.71 -15.2 -16.7 22.9 -33.4 -7.18 
7.71 7.99 -0.737 7.19 8.61 -0.200 

Laadi ngs x 103 

[ 
0.122 0.180 -0.242] [ 0.237 0.071 -0.213 ] 

-1.83 1.36 -0.183 -3.66 1.24 -0.133 
-8.86 -8.62 -0.747 -10.9 -5.58 -0.713 

Tests for the number of cointegrating vectors 

H2 -2ln(Q) trace maximum eigenvalue -2ln(Q) 

r<2 3.30 
r<l 22.8 
r=O 54.9 

8.08 
17.8 
31.3 

8.08 
14.6 
21.3 

2.61 
18.7 
46.5 

Normalized eigenvectors, loadings, and corresponding long-run 
coefficient matrices when the models are restricted to have two 
cointegrating vectors 

0.870 -1.91 -0.014 0.011 0.091 -0.033 -0.003 3.19 -3.88 -0.026 0.011 0.285 -0.125 -0.016 
[

-7.28 -l.m [0.001 O.OOll [-0.008 -0.002 O.OO~ [-10.7 0.30I] [0.002 o.oom [-0.018 0.003 o.oo~ 
1.00 1. -0.068 -0.06 0.574 0.072 -0.137 1.00 1.00 -0.078 -0.0 0.825 -0.063 -0.127 

In addition to the variables in Yt, the model includes a constant, 
11 seasonal dummy variables and ä strike dummy taking the value 1 
in 1971M2 - 1971M3 and 0 otherwise. The test statistic for the 
number of cointegrating vectors is denoted -21n(Q), and critical 
values (95 per cent quantiles) have been tabulated by Johansen & 
Juselius (1989). 
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Scrutinizing the estimates of the cointegration, weighting, and 
long-run coefficient matrices presented in Table 4.4 reveals some 
interesting particulars about the cointegrating relationships. 
The long-run equilibrium relationships carry least weight in the 
case of the U.S. economy and most weight in the case of the Finnish 
economy. We take this to indicate that the U.S. economy has been the 
most closed and the Finnish economy the most open. There are 
differences in the results depending on which measure of the 
intermediate economy is used, but the general flavor of the results 
does not depend on this choice. 

Turning to the subsample results presented in Table A5.1 of Appendix 
5, the following findings emerge. During 1960 - 1972, the U.S. 
economy, the intermediate economies and the Finnish economy have 
grown on independent and diverging long-run paths. This absence of 
any long-run equilibrium implies that relative changes in real 
income took place. Our maximum likelihood estimates apart, the 
absence of a long-run equilibrium relation between our output series 
is also evident from a mere visual inspection of the series (see 
Figure 5.2 of chapter 5). 

During the post-Bretton Woods period as a whole, and during the 
1980s separately, one long-run equilibrium relationship tying the 
output of major western economies together is found. Visual 
inspection of the output series also supports the notion that output 
developments have been tied together from the early 1970s onward 
(see Figure 5.2 of chapter 5). Scrutiniz;ng the estimated 
cointegrating and weighting vectors and the long-run coefficient 
matrices gives the same impression of the long-run equilibria as the 
full sample analysis. It also suggests that the importance of the 
international output equilibrium relationship has increased over 
time. Moreover, Finnish long-run output movements have become more 
dependent on output developments in other western economies than on 
corresponding developments in the U.S. economy. 

Before turning to inference within the other basic frame of reference 
of our study, a few words about the number of cointegrating 
relationships across periods are in order. How should we interpret 



the fact that no coi,ntegration was found during 1960 - 1972. one 
cointegrating relationship was detected during 1973 - 1988. and two 
cointegrating relationships were unraveled when the full 1960 - 1988 
sample was used? Essentially. it should be recognized that it is 
bound to be difficult to base inference on the long-run behavior of 
the economic system on data covering less than 30 years. While the 
recent developments in inference on cointegration certainty in 
principle allows one to infer something about long-run equilibria 
from finite data sets. the power and small sample properties of the 
tests are largely unknown. Hence. our results are tentative rather 
than conclusive. 4 

Our tentative interpretation of the results 'on the number of 
cointegrating vectors is the following: during the 1960s and the 
early 1970s there were at best only weak forces making for similarity 
of long-runoutput developments in the countries of our sample. This 
changed with the gradual opening up of the economies. and it is also 
possible that the change in exchange rate regime rendered possible 
greater equilibration of international output developments. Whether 
there exists one or two cointegrating vectors describing the 
long-run equilibrium in place since the early 1970s is not clear; 
the full sample result - which should be the most powerful -
supports the notion of two relationships. 

4The existence of outliers in the output series may raise caveats 
to our findings. since the Johansen procedure assumes normally 
distributed disturbances. However. following Phillips (1987). it 
seems likely that the Johansen tests and corresponding asymptotic 
distributions also apply in the case of nonnormal (and possibly 
autocorrelated) disturbances. Kunst (1989) presents some empirical 
evidence which supports this conjecture. In any case. outliers will 
not affect the consistency of the estimates of cointegrating vectors 
(but they may affect the estimates of weighting vectors). 
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We turn to the collection of variables entering the model of 
chapters 6 and 7. The estimation results using the full sample are 
presented in Table 4.5, and results for subsamples are shown in 
Table A5.2 of Appendix 5. Irrespective of the period analyzed, 
multivariate cointegration is found in the models consisting of real 
and nominal, foreign and domestic variables. When the full sample is 
analyzed, the long-run equilibrium does not stand out as a marked 
feature of the model, however. The first of two cointegrating 
vectors enters the model with essentially zero weight whereas the 
second cointegrating vector carries nonnegligible weight only in the 
equation for output. 

The estimated cointegration vectors seem hard to interpret in terms 
of long-run elasticities (see the normalized eigenvectors). In fact, 
the parameter estimates may well be void of any interesting economic 
interpretation, as pointed out by LUtkepohl & Reimers (1989a,b). 
This is because we are working with a simultaneous, dynamic system 
of equations in which the other variables cannot be regarded as 
fixed. Furthermore, we have two relationships characterizing the 
equilibrium, thereby making it difficult to interpret the parameters 
of just one of the relationships. 

A perhaps more revealing presentation of the information contained 
in the estimated cointegrating vectors is to plot the deviations Zt 
from the equilibrium paths. In Figure 4.1 we have plotted the 
equilibrium error corresponding to the second cointegrating vector -
the one vector that enters the equation for output with a possibly 
nonnegligible weight - against time. 5 Since the devaluations of the 
Finnish markka in 1967M10 (23.8 per cent), 1977M4 (5.7 per cent), 
1977M9 (3.0 per cent). 1978M2 (8.0 per cent), 1982M10 (10.0 per 
cent) and 1986M5 (2.0 per cent) have affected the deviations from 

the long-run equilibrium in a systematic way, we have added vertical 
lines at the devaluation dates in Figure 4.1. 

51n general, one would expect that the first cointegrating vector 
- which is most correlated with the endogenous variable - would be 
of most interest. However, in our particular case the Johansen 
procedure indicates the presence of a second cointegrating vector, 
and attaches higher weights to this vector. 



TABLE 4.5 

Maximum likelihood estimation results for a VAR model for the vector 

~ t = (Y t Pt mt it et pt ) I usi ng data from the peri od 1960t·1l - 1988118 

Ei genva 1 ues 

(0.296, 0.096, 0.046, 0.019, 0.014, 0.000) 

Ei genvectors 

[ 2.46 
-12.7 5.12 3.68 -1.51 -1.90 ] -3.44 -2.79 0.874 -19.0 31.0 1.01 

-10.4 6.09 -7.05 5.65 4.23 1.51 
-47.8 11.1 -1.4.4 -28.5 -11.6 -11.9 
-1.35 16.6 12.4 -3.32 -3.14 -0.147 
21.6 -4.21 4.71 11.8 -42.3 -0.589 

Loadi ngs x 103 

[ 2.61 
12.7 -0.554 -0.846 0.843 -0.443] -1.47 -0.113 -0.346 0.355 -0.284 -0.042 

0.098 -1.84 5.16 -0.777 -1.17 -0.302 
0.325 0.339 0.344 0.440 0.220 0.004 
1.03 -1.59 -0.537 -0.180 0.756 -0.155 

-1.49 0.004 0.115 -0.040 0.102 -0.001 

Tests for the number of cointegrating vectors 

H2 -21n{Q) trace maximum 
eigenvalue 

r < 5 0.149 8.08 8.08 
r < 4 5.07 17.8 14.6 
r < 3 11.5 31.3 21.3 
r < 2 27.7 48.4 27.3 
r < 1 62.4 70.0 33.3 
r = 0 182 n.a. n.a. 

Normalized eigenvectors, loadings, and the corresponding long-run 
coeff;cient matrix when the model is restricted to have two 
cointegrating vectors 

[ 

1.00 1.00] [ 0.006 _0'161~ [_0'155 -0.04"5 0.050 0.017 0.208 o.oo~ 
-1.40 0.220 -0.004 0,0.01 -0.002 0.005 0.015 0.069 0.000 -0.031 
-4.21 -0.481 0.000 0.023 0.024 0.005 -0.012 -0.025 -0.031 0.010 

. -19.4 -0.877' 0.001 -0.004 -0.003 -0.002 -0.001 -0.001 0.005 0.006 
-0.549 -1.31 0.003 0.020 0.023 0.001 -0.020 -0.067 -0.028 0.029 
8.78 0.333 -0.004 -0.000 -0.004 0.005 0.015 0.071 0.002 -0.03 

\ 

In addition to the variables in Xt' the model includes a constant, 
11 seasonal dummy variables and a strike dummy taking the value 1 
in 1971M2 - 1971M3 and 0 otherwise. The test statistic for the 
number of cointegrating vectors is denoted -21n{Q), and critical 
values (95 per cent quantiles) have been tabulated by Johansen & 
Juselius (1989). 
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FIGURE 4.1 

Deviations from an estimated long-run equilibrium relationship 
(Yt + 0.220Pt - 0.481mt - 0.877i~ - 1.31et + 0.333p~) in the vector 
lt = (Yt Pt mt i~ et p~)1 based on data from the period 1960M1 - 1988M8 

0.4 r-----~--·r_--~------~·~·rr·~_.--+·----~·~--~ 

0.2 I--------+--t-----+--------+-+-tt-t--j---j-----lt-------I 
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Note: Vertical lines marked with a star indicate dates of 
devaluations of the Finnish markka. 

A striking feature of the estimation result displayed in Figure 4.1 
is how closely the deviations from the steady state follow the 
historical Finnish business cycle. We also note that devaluations 
have moved the economy back to equilibrium within one year after a 
devaluation. However, the economy has typically not settled down at 
the equilibrium, but it has, in asense, overshot the equilibrium 
during the second and third year after a devaluation. After that, 
the economy has hovered about the equilibrium for an irregular 
period of time. 

Turning to the subsample results documented in Table A5.2 of 
Appendix 5, the following remarks can be made. Two tointegrating 
vectors are found in the models for the periods 1960 - 1972 and 1980 
- 1988, respectively. Three cointegrating vectors are found in the 
model for the period 1973 - 1988. During the Bretton Woods period, the 
foreign interest rate does not seem to have mattered for the domestic 



steady state. After the breakdown of the Bretton Woods arrangement, 
the 10ng-run equi1ibrium appears to have had the greatest inf1uence 
on the determination of output and money. Long-run equi1irium 
const,raints appear to have mattered on1y very 1itt1e in the 1980s. 

The fu11 samp1e resu1ts remain practica11y una1tered when.the basic 
mode1 is varied. Hence, e.g. the inc1usion· of foreign output or the 
price of oi1, or the exc1usion of the foreign price 1evel, sti11 
yielded two cointegrating vectors mattering most for the determination 
of domestic output. Subsample resu1ts differed'more both in terms of 
the number of cointegrating vectors and in terms of estimated 
coefficients. Adding one variab1e to the basic mode1s. usually increased 
the number of cointegrating vectors, while removing a variab1e from 
the basic model usua11y reduced the number of cointegrating vectors. 
Multivariate cointegration was found in all cases, however. 

Last1y, it may ~e of interest to compare the resu1ts on cointegration 
generated by the Johansen procedure with corresponding results 
produced with the Eng1e - Granger procedure and reported in Starck 
(1988a). In, short, on1y very weak indications of bi- and mu1tip1e' 
cointegration were detected using the two-step approach. DW-type 
tests signalled'many bivariate cointegrating relationships, and ADF 
tests showed some signs of multip1e cointegration, but these results 
did'not,stand up to c10ser scrutiny. A c10ser look showed 10w R2s 
for the static cointegrating regressions, sensitivity of the resu1ts 
with respect to the choice of dependent variab1e in the static 
cointegrating regressions and the poor power of the DW test. The DW 
test is sensitive to the data generating process (Eng1e & Yoo 
(1987)) and to the occurrence of moving average components in the 
series (Molinas (1986)), and it has poor sma'll samp1e performance 
(Banerjee et a1. (1986)). 

While~the results using the Eng1e - Granget procedure differ from 
the resu1ts using the Johansen procedure, the resu1ts are 1abe11ed 
high1y tentative. Even though the maximum 1ikelihood approach certain1y 
shou1d be expected to outperform the two-step approach, the resu1ts 
presented in this chapter shou1d be considered tentative. This 
main1y stems from the fact that the sma11 sample properties of the 
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maximum likelihood approach are unknown. There may also be some power 
concerns due to the high dimensionality of some of our models. Moreover, 
the maximum likelihood procedure used above is not applicable if 
some of the data were 1(2) (contrary to the evidence presented in 
section 4.3.1). Nevertheless, we regard the above comparative study 
as one piece of evidence cautioning against the use of the up to now 
widely applied two-step approach to cointegration inference. 

1n addition to Starck (1988a), the occurrence of multivariate 
cointegration in Finnish data has been studied by Johansen & 
Juselius (1989). Using the maximum likelihood approach and quarterly 
data, Johansen & Juselius (op.cit.) find three cointegration vectors 
in a system consisting of the variables GDP, ~p, m and i. By 
contrast, no multivariate cointegration is found by Giovannini 
(1988), who employs Stock - Watson tests in a system of 
international equivalents to y, p, m, i and e, or by Stock & Watson 
(1989), who analyze U.S. counterparts to y, p, m and i. Shapiro & 
Watson (1988) reach the same conclusion using the same approach on 
U.S. equivalents to y, AP, i and labor supply, as, too, does 
Huizinga (1987) with a system consisting of international 
equivalents to y and ero 

4.4 Conclusions 

The aim of this chapter has been to provide empirical evidence on 
the joint integration properties of the data of our study. Such 
evidence is needed to indicate which are the proper stationarity 
inducing filters, how seasonality should be dealt with, what long-run 
equilibria affecting the specification of the subsequent models 
exist, and what distribution theory should be relied on when 
conducting tests of the subsequent models. The empirical evidence has 
intrinsic value from a descriptive point of view as well. Our analyses 
may also be interesting as results based on the Johansen procedure 
are contrasted with results based on the Engle - Granger procedure. 

Univariate unit root properties of the data are addressed through 
Dickey - Fuller tests, and issues of common unit roots are examined 



in the first place by means of the Johansen procedure. All tests are 
performed for the full sample period and for three subperiods. With 
regard to the order and nature of integration, the following 
tentative results emerged. All but one variable belong to the 
difference stationary class of time series processes, with the order 
of integration in all these cases being one. Thus, differencing 
should be employed to induce stationarity of first moments. The 
(foreign and domestic) real rate of interest doesnot seem to 
display unit root nonstationarity. Seasonality was found to be 
essentially a deterministic phenomenon. Hence, seasonality should be 
accounted for by deterministic dummy variables. 

With regard to common unit roots - cointegration - the following 
results were obtained. Multivariate cointegration was detected both 
in the model comprising only output variables and in the models 
comprising both real and nominal variables. Evidence of the long-run 
equilibria being characterized by more than one cointegrating vector 
was documented. The estimated weighting and long-run coefficient 
matrices suggested that steady state considerations may have 
affected developments to a very small extent, however. Devaluations 
of the Finnish markka were found to have affected deviations from 
the long-run equilibrium involving foreign and domestic real and 
nominal variables in an intuitively appealing way. 

Some caveats to our choices and conclusions should be mentioned. The 
choice of monthly data implies that the subsequent analysis will be 
carried out partly with variables that may contain nonnegligible 
amounts of measurement error and noise. This may blur causal 
relationships. Secondly, the use of fixed seasonal means should be 
viewed as an approximation to reality, which in some cases may 
exhibit stochasticity. With regard to the unit root tests, the low 
power of these tests must be borne in minG. Hence, our results on 
the existence of unit roots are tentative. Finally, the maximum 
likelihood approach to testing for cointegration also relies on 
asymptotic results while having unknown small sample properties. 
Also, the power of these tests decreases with the dimension of the 
model, and we have partly been working with large models. 
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5 A WOLD CAUSAL CHAIN MODEL 

The aim of this chapter is to disentangle how fluctuations in U.S. 
output, fluctuations in the output of other major western economies, 
and f1uctuations in Finnish output are re1ated, and to empirica11y 
ana1yze the 10ng- and short-run character of this association. These 
issues are of re1evance to the understanding of the globa1 economy, 
to the formulation, conduct and effectiveness of economic p01icy, to 
the insu1ating properties of different exchange rate arrangements, 
and to output forecasting. We focus sole1y on the output of an 
economy as a whole, and operationalize this on the month1y 1eve1 as 
rea1 tota1 industria1 production. Industrial production constitutes 
only a part of gross national product, but from the point of view of 
our aim it represents precisely the interesting part, since it is 
the most business-cycle-susceptible part of gross nationa1 product. 

5.1 Theoretical Considerations 

The dominance of the U.S. economy has been recognized for many 
decades, and it still seems true that "when the U.S. economy 
sniffles the remainder of the western world sneezes". In other 
words, U.S. economic activity as an approximation seems to be 
causal1y prior in the Granger sense to economic activity in other 
economies. 1 Given that the U.S. economy has essential1y been a 
c10sed one during our sample period and that its size is five times 
that of the German economy, the importance of the U.S. economy is 
paramount. 

Whi1e output fluctuations in the U.S. are important for all 
economies, other economies also matter for small open economies. 

1This has been documented by Huth (1985) and Stulz & Wasserfallen 
(1985). See a1so the discussion and references in Layton (1987). 
With respect to interest rate 1inkages some signs of causal 
relationships from European interest rates to U.S. interest rates 
have been documented (Hartman (1984), Kirchgässer & Wolters (1987) 
and Kool & Tatom (1988)). However, the size of these possible 
reverse causal relationships, and in particular the size of their 
potential impact on the U.S. economy, should not be able to distort 
the one-way causality to any substantive extent. 



These other economies also act as filters of the impulses from the 
U.S. economy. It is important to note that these filters will, in 
general, alter the size and character of the original impulse. They 
may also imply a sequence of secondary impulses. Furthermore, the 
other economies share with the U.S. economy the dominant role with 
respect to small open economies; the other economies are causal to 
the small open economy. For example, the Finnish economy is more 
open in terms of e.g. imports to GDP than the German economy or the 
U.S. economy, and the German economy is 11 times as big, and the 
U.S. economy 73 times as big, as the Finnish economy (figures refer 
to 1987). Of course, the qualifier "small" is given precisely to 
economies that essentially display no feedback on the world economY. 

What emerges then is a hierarchial model of the world economy. In 
the theoretical literature a model of this type, has been analyzed by 
Bhandari (1987) among others. Bhandari considers the relationship 
between economic size of a country and vulnerability to external 
disturbances. He presents numerical simulations of a three-country 
20-equations model, and finds that under floating exchange rates a 
small open economy is better insulated against external disturbances 
than a medium-sized country. The problem - which Bhandari readily 
acknowledges - with such models is that they incorporate far too 
many restrictive assumptions to yield interesting results for any 
particular country. In the model of Bhandari (op.cit.) the economic 
structure in all three economies is identical down to parameter 
values, and the degree of openness of the two smaller economies is 
identical. 2 The realism of the model could also be affected by the 
complete absence of rigidities; all prices are fully flexible and 
continuous equilibrium prevails. 

The relationship between output fluctuations in different countries 
has been studied empirically as well. The hierarchial three-economy 

2Nandakumar (1985) demonstrates by numerical simulations of 
single-country models that the structure of a small open economY 
matters for macroeconomic adjustment to supply side shocks. Using a 
three-country, two-step hierarchial model, he also shows that it is 
important to take the global economy into account when analyzing the 
effects of shocks on a small open economy. 
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structure has not been employed, however. Typically, descriptive 
analyses in the time domain (Viren (1985) and Baxter & Stockman 
(1989)) and the frequency domain (Andresen & Everaert (1987) and 
Gerlach (1988)) and traditional time series studies (Huth (1985) and 
Layton (1987)) have been carried outo Bivariate VAR models have been 
employed in the study of the relationship between national and 
regional output fluctuations (Sherwood - Call (1988) and Wörgötter 
(1989)). VAR models designed primarily for other purposes but 
including the output of different countries have also been constructed 
(Ahmed et al. (1989)). 

The (contemporaneous) structure of the model we will be using is 
illustrated in Figure 5.1. 

FIGURE 5.1 Schematic model of the transmission of output impulses 

In Figure 5.1 the U.S. economy is denoted U, the intermediate 
economy (more precisely, the aggregate of economies) E, and the 
Finnish economy F. An output impulse emerging from the U.S. at time 
t is denoted ~tU It is defined as the unexpected part of output 
growth, and it is assumed to be expected mean zero white noise. This 
growth impulse is observed in E and F simultaneously, having a 
different impact depending on the openness, structure and size of 
the recipient economy. Let ~t*U denote the unanticipated change in 
the growth of economy E brought about by the unanticipated change in 
the growth of economy U. In addition, economy E will be emitting a 
growth impulse ~tE which is due solely to unforeseen domestic 
factors specific to economy E. Thus, observed at any point in time, 
economy F is, in effect, hit by three distinct disturbances. 



The impu1se stU will most probably induce a sequence {St:~: 
i = 1, 2, 3, ••• } of further disturbances because of costs of 
forecasting and uncertainty about economic policy reactions in E to 
stU Assuming that expectations are rationa1 and that economic agents 
have symmetric 10ss functions, the sequence {St:~: i = 0, 1, 2, ••• } 
wi1l consist of mean zero white noise disturbances. Observed at any 
point in time, economy E will then be emitting three distinct 
shocks; purely domestic ~hocks, shocks induced by the U.S. impulse 
and shocks due to domestic discretionary economic policy and the 
1ess-than-perfect forecastabil i ty of domesti c output. Denote thi 5 

composite shock stT 

The contemporaneousness of stU and St*U arises as a consequence of 
forward-1ooking behavior of economic agents. As agents in F know the 
propagation mechanism of E, they can ca1culate the effect of stU on 
E the moment stU is observed (using (3.20)). The difference between 
the pre-shock and post-shock predicted output is St*U. Additional 
effects of stU wil1 be observed because of the string of impu1ses 
{Stt~: i = 1,2,3, ••• } emerging from E caused by StU• This fol1ows 
from the fact that it is rationa1 to forecast the output of E on1y 
to some degree of precision determined by nonzero costs of acquiring 
and processing information about the propagation mechanism of E. 
Moreover, it is rationa1 to change one's prediction about economic 
activity in E only when the predicted effect on E is "big enough". 
The economic policy part of the propagation mechanism of country E 
will cause additional effects to the extent that economic po1icy is 
not ru1e-based, since unpredictable policy constitutes 
disturbances. 3 

3In addition to a possible Peso prob1em the economic policy part of 
the propagation mechanism may cause an observational equivalence 
prob1em. Comovement of output in the three economies could in 
principle arise if the countries have the same policy objectives and 
if economic policy is effective in the desired way. Thus the 
comovement of output in E and in F could come from shared policy 
objectives rather than from structural relationships between E and 
F. However, it can be argued that neither of the two conditions 
required for policy-induced comovement are likely to be fulfilled. 
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The madel described above can be stated formally using the VAR 
representation (3.13). Define ~t = (ytU y!E Yt)' where y*~, y!E and 
Yt denote total output in economies U, E and F, respectively. Then 
:t = (~tU ~tT ~~)' is the reduced form representation of the 
unforeseen growth of economies U, E and F, respectively. 1mpose 
(contemporaneous) recursivity upon the representation by making 
r O lower triangular. The resulting madel comprises the features 
brought up in the preceding discussion. 

5.2 Empirical Evidence 

5.2.1 Estimation Results 

Data cover the following countries: Belgium, Finland, France, Germany, 
1taly, Japan, the Netherlands, Sweden, the U.K. and the U.S. We will 
for convenience be referring to this set of economies as the world 
economy. The choice of countries - in addition to Finland and the U.S. -
reflects the size of the economy and the country's importance for 
Finnish exports. We also need to specify the intermediate economy in 
terms of weights. 4 We have chosen to employ two very different 
weighting schemes, one based on the size (GDP) of the economy and 
the other based on the country's importance for Finnish exports. The 
former aggregate is denoted ytE and the latter y!E*.5 

4The empirical implementation of our hierarchial three-country 
setup highlights why economy E is being considered an aggregate of 
economies. The U.S. output impulse will cause complex interactions 
between all countries, and, in general, the new equilibrium will 
imply changes in economic performance in all countries. 1f we want 
to isolate impulses emerging from one component of E only, the 
effects of all other economies would have to be controlled for. Even 
if the degrees of freedom problem could be overcome, we would have 
to specify how the "intermediate size" economies interact. That 
interaction is not well known, and specifying it would be worthy of 
a sizeable study of its own. 

51n the spirit of the extreme bounds analysis of Leamer (1983) and 
Leamer & Leonard (1983), we choose schemes yielding markedly 
different rankings and having big differences in weights. More 
comprehensive weighting schemes, ranking countries e.g. in terms of 
their contribution to world trade and to international financial 
flows, typically yield more evenly distributed weights (Masson & 
Blundell - Wignall (1985)). 



FIGURE 5.2 Seasonally adjusted real total industrial production 
in the U.S., aggregates of intermediate economies, 
and Finland 1960Ml - 1988M8 (1960Ml = 100) 
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The time series of the variables YtU YiE, YiE* and Yt are graphed 
in Figure 5.2. Note that while seasonally adjusted series are 
plotted in the figure for expositionary clearness, the subsequent 
analysis is, as mentioned before, carried out using seasonally 
unadjusted data. The nonstationarity of the output series stands out 
in Figure 5.2, as does the tendency of the series to drift apart 
during the Bretton Woods era and move together during the 
post-Bretton Woods era. These findings are congruent with the 
findings of chapter 4 according to which the output series were not 
cointegrated during the former period but were cointegrated during 
the latter period. 

The results in the previous chapter on the joint integrating 
properties of our output series imply that the VAR model should be 
estimated in differenced form including level (error correction) 
terms and deterministic seasonal dummy variables. During the Bretton 
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Woods subsample. no error correction terms need be included, and 
during the other subperiods one level term of each variable should 
be included. Sensitivity analyses of these specifications should be 
carried out, however. 

We begin by determining how many lags are needed to capture the 
dynamics of the system. In the literature, models using monthly data 
have had everything from three to twelve lags. The lag length has 

usually been fixed on ad hoc grounds rather than as the outcome of 
formal tests for lag length. As we are not able to present credible 
theoretical justifications for any particular lag length, we let the 
data indicate it. We examine systems with one to twelve lags. and 
use the likelihood ratio test statistic of Sims (1980a) with a 
degrees of freedom correction. This test statistic is known to be 
fairly insensitive to lag structure. but some Monte Carlo results 
indicate that it may be biased against the null hypothesis of 
smaller models (Nickelsburg (1985)). Results are presented in Table 
5.1. 

Judging by the tests for lag lengths presented in Table 5.1, the 
data do not give altogether clear indications of how many lags to 
employ. Nevertheless. a choice can be made between two and nine 
lags. To facilitate this choice. the residuals from two and nine lag 
models were scrutinized, and the nine-lag models were found to yield 
cleaner residuals than the two-lag models. Thus subsequent analyses 
of the Wold causal'chain model which utilize the full data set will 
be based on VAR models with nine lags of each variable. Sensitivity 
of the results with respect to the choice of lag length will be 
investigated. however. 



TABLE 5.1 

Tests for lag length in a VAR model in error correction form for the 

vector y = (y*U y*Ejy*E* Y )' using data from the period 1960M1 _ 1988M8 
~t t t t t 

Lag 1 2 3 4 5 6 7 8 9 10 11 12 
1 ength 

1 
2 0.659 0.108 
3 0.262 [0] 
4 0.003 0.001 
5 0.001 0.001 0.066 
6 0.003 0.007 0.016 
7 0.006 0.001 
8 0.001 0.002 0.008 
9 [0] 0.002 0.241 0.326 

10 0.002 0.171 0.207 
11 
12 

The test is the likelihood ratio test statistic of Sims (1980a) 
incorporating a degrees of freedom correction. The upper half of the 
table reports marginal significance levels for models involving the 
variable y*E, and the lower half concerns models involving the 
variable y*E*. [0] indicates that values smaller than 0.0005 were 
obtained. In addition to the components of Yt, the model includes a 
constant, 11 seasonal dummy variables and a~strike dummy taking the 
value 1 in 1971M2 - 1971M3 and 0 otherwise. 

Estimation results for our model of the transmission of output 
fluctuations are presented in Table 5.2. Estimation is carried out 
using first differences of model variables, and the models include 
error correction (level) terms, constant terms, seasonal dummy 
variables and a strike dummy. Both models are estimated by 
equationwise OLS using the full data set. We note that since the 
estimated parameters are complicated nonlinear functions of 
country-specific parameters, it is hard to give a structural 
interpretation of individual parameter estimates. Rather, we can 
note the location of significance of explanatory power. 
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TABLE 5.2 

Estimation results for a VAR model in error correction form for the 
(*U *E *E* )' vector ~t = Yt Yt jYt Yt using data from the period 1960M1 - 1988M8 

1960M1 - 1988M8 

Regressorsj Regressands 
Statistics 

y*U 
t 

y*E 
t Yt y*U 

t 
y*E* 

t Yt 

y*U 0.498 0.467 -0.869 0.454 2.52 0.955 
( 3.37) (1.04 ) (-0.36) (3.05) (3.34) (0.38) 

y*Ejy*E* -0.101 -0.107 3.43 -0.060 -2.05 -0.148 
(-1.33 ) (-0.46) (2.76) (-0.69) (-4.62) (-0.10) 

Y 0.038 -0.006 -3.09 0.036 -0.080 -2.66 
(1. 51) (-0.08) (-7.57) (1.37) (-0.59) (-5.95) 

1 9 ~ 9 9 9 9 
R2 0.831 0.975 0.943 0.831 0.953 0.940 
Q 0.677 0.004 0.000 0.463 0.000 0.000 
JB 0.395 0.000 0.000 0.223 0.000 0.000 
CHOW(1973Ml) 0.029 0.138 0.088 0.017 0.050 0.062 
CHOW(1980M1) 0.128 0.158 0.068 0.129 0.132 0.071 
EXOGENEITY 0.008 0.000 0.013 0.008 0.033 0.335 

l;y*U 

[ 
0.310 -0.131 ] 

[ 
-0.090 -0.156 ] 

II 1; = l;y*Ejl;y*E* 0.022 0.544 

I;y 

The models are estimated by equation-by-equation OLS from 
first-differenced data. In addition to the elements of lt, the models 
include error correction (level) terms, a constant, 11 seasonal dummy 
variables and a strike dummy taking the value 1 in 1971M2 - 1971M3 and 0 
otherwise. Estimation results for error correction terms and the 
deterministic elements have been suppressed. Estimates on the rows for 
y*U, y*Ejy*E* and y are the sums of the estimated coefficients on lags 1 
through 9 of a variable. Numbers in parentheses are t statistics. The lag 
length is denoted 1 and R2 is the degrees-of-freedom-corrected squared 
multiple correlation coefficient. Q is the Ljung & Box (1978) statistic 
based on nine autocorrelations, JB is the Jarque & Bera (1980) statistic 
and CHOW(.) is the Chow test with the date of the supposed structural 
break given in parentheses. EXOGENEITY stands for the degrees-of-freedom
corrected likelihood ratio test statistic of Sims (1980a) for the null 
hypothesis that lags of other model variables do not belong in the 
equation for a particular variable. Marginal significance levels are 
reported for Q, JB, CHOW and EXOGENEITY. The residual correlation matrix 
o d d h 10 

0 *U *E *E* t 0 0 lS denote lll;, an tel;, 1 = Y , Y , Y , Y , are equa 10nW1se 
residuals. Twice the asymptotic ~tand&rd efror of the residual 
correlations is 0.110. 



In general, we find explanatory power in the blocks of own lags of 
variables. Hence, domestic economic conditions appear to be the most 
important determinants of domestic output. U.S. output significantly 
influences intermediate economy output, which, in turn, 
significantly influences Finnish output. According to tests for 
exogeneity, we can reject the hypothesis that the output of the rest 
of the world does not affect U.S. and intermediate economy output, 
but such a hypothesis cannot be rejected with respect to Finnish 
output ;n the model comprising the variable y~E*. 

The equations from which inference ;s drawn have higb explanatory 
power, but the residuals in the intermediate economy equation and ;n 
the equation for Finnish output are temporally dependent. In 
addition, the residuals of these equations are nonnormally 
distributed. Hence, the tests for significance ~n these equations 
should be viewed with care. Furthermore, the results may be open to 
cr;ticism because our monthly output series presumably contain a 
nonnegligible amount of measurement error, and since the results are 
conditional, inter alia, on the use of a linear model. 6 

Some signs of parameter instability are found when comparison is 
made between fixed and floating exchange rate regime periods. The 
null hypothesis of constant coefficients can be rejected at the five 
per cent level in the equations for U.S. and intermediate economy 
(y~E*) output. Parameter constancy (given constant error variances) 
can be rejected at the 10 per cent level in the equations for 
Finnish output, both when the breaking point is assumed to be 1973M1 
and when it is assumed to be 1980M1. 

One should caution against inferring that these statistically 
significant differences between subsamples necessarily imply also 

6There exists some evidence of nonlinearities in macroeconomic time 
series. Industrial product;on has been studied by Brock & Sayers 
(1988), Luukkonen & Teräsvirta (1988) and Ashley & Patterson (1989). 
Brock & Sayers (op.cit.) and Ashley & Patterson (op.cit.) find signs 
of nonlinearities in U.S. data. Luukkonen & Teräsvirta (op.cit.) 
find evidence of nonlinearity in data from France, Germany, Japan 
and the U.S., but not in data from Finland, Sweden or the U.K. 
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economically significant differences. Namely, coefficients estimated 
from different subperiods may well differ by an amount that is 
statistically significant but economically trivial if the 
coefficients are estimated with sufficient precision. Also, a 
significant parameter change can generate only a small change in the 
endogenous variable. This is true, in particular, in a dynamic model 
involving many parameters because offsetting changes in coefficients 
can leave important properties of the overall relationships 
practically unaffected. The economic significance of the statistically 
significant instabilities will be evaluated in section 5.2.5. 

5.2.2 Analysis of Structural Shocks 

The estimated contemporaneous relationships are presented in Table 
5.3. 

TABLE 5.3 
Contemporaneous structural relationships in a VAR model in error 
correction form for the vector!t = (y*U y*E/y*E* Y )' using data ._ t t t t 
from the period 1960Ml - 1988M8 

Model variables Matrix of contemporaneous relationships 

lt = rO = 

rO 

0 

[ 0.941 

-2.49 

[ -:.459 

-1.81 

o 

o 

0.374 

o 
1.76 

The models are estimated by equation-by-equation unconstrained OLS 
from first differenced data. 1n addition to the elements of Yt' the 
models include a constant, 11 seasonal dummY variables and a~strike 
dummy taking the value 1 in 1971M2 - 1971M3 and 0 otherwise. 



The estimates of contemporaneous relationships indicate that the 
intermediate (GDP weighted) economy is linked very closely to the 
U.S. economy. Finnish output is modestly linked to the GDP-weighted 
intermediate economy, but strongly linked to the trade-weighted 
intermediate economy. The contemporaneous relation between Finnish 
and U.S. output is negative. Closer scrutiny of this relationship 
revealed that a negative relationship existed during the Bretton 
Woods subperiod whereas the relationship has been positive after the 
breakdown of the Bretton Woods arrangement (see also the subsequent 
analyses in section 5.2.5). See Öller (1978) for one of the earliest 
documentations of short lags in relationships between-Finnish and 
foreign macroeconomic variables. 

Empirical evidence of the structural shocks is presented in Table 
5.4. As expected, the impulses have zero mean an.d are all 
individually temporally independent. Some signs of autocorrelation 
at the seasonal lag - notably so in the case of Finnish output -
bear witness to the fact that the fixed seasonal mean approximation 
does not capture all of the seasonal movements in our output 
variables. No skewness is found in the output impulses emerging from' 
the U.S. economy and the intermediate economy, but output shocks 
tend to be skewed to the left in the case of the Finnish economy. 
The distribution of the shocks emerging from the Finnish economy may 
be skewed to the left because of the large negative shocks in the 
1970s. These shocks cause the estimated variance of the Finnish 
shocks to be quite large. The large shocks may show up in the 
kurtosis as well, as the distribution of the Finnish disturbances is 
leptocurtic. In fact, we can reject the hypothesis that the 
estimated impulses are normally distributed in all cases. 
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TABLE 5.4 

Analysis of output innovations as identified using a lower triangular 
contemporaneous design matrix in a VAR model in error correction form for 
the vector :t = (y~U y~E/y~E* Yt)' using data from the period 1960M1 - 1988 

Innovation 

Statistic t;*U t;*T t; t;*U t;*T* t; 

Mean 0.000 0.000 0.000 0.000 0.000 0.000 
Variance 8.28 68.8 2150 8.27 212 1610 
Skewness -0.215 -0.054 -1.72*** -0.114 0.007 -0.802*** 
Kurtosis 1.32*** 0.900*** 10.2*** 1.19*** 5.71*** 4.38*** 

Autocorrelation 
1 -0.015 -0.024 0.036 -0.004 0.015 0.055 
2 -0.025 0.027 0.038 -0.012 -0.036 0.089 
3 0.030 0.018 -0.053 0.041 0.098* -0.046 
4 0.045 -0.018 -0.027 0.012 -0.029 -0.021 
5 -0.018 0.032 0.050 -0.090* -0.018 0.030 
6 -0.021 -0.067 -0.054 0.002 0.072 -0.066 
7 -0.039 0.074 -0.019 -0.016 -0.009 -0.025 
8 -0.054 0.010 -0.013 -0.045 -0.016 0.031 
9 0.022 -0.039 -0.071 0.050 0.024 -0.025 

10 -0.056 0.000 -0.002 -0.024 -0.024 0.048 
11 0.064 -0.056 -0.076 0.041 0.087 -0.064 
12 0.158*** 0.185*** 0.561*** 0.187*** 0.443*** 0.437*** 

Significant positive shock 
1961M4 1963M4 1961M7 1961M4 1961M7 1961M7 
1961M10 1963M9 1964M7 1964Mll 1962M7 1964M7 
1964M11 1964M9 1965M7 1967M8 1963M7 1969M7 
1967M8 1967M9 1969M7 1967M11 1964M7 1970M7 
1970M12 1968M8 1970M7 1970M12 1971M4 
1978M4 1972M8 1971M4 1978M4 
1981M7 1973M8 1971M7 1981M7 
1983M7 1983M7 
1984M1 1984M7 
1984M7 1988M7 
1988M7 

Significantnegative shock 
1961M2 1962M6 1967M6 1960M11 1961M8 1971M2 
1963M7 1962M7 1971M2 1963M7 1964M8 1971M3 
1974Mll 1964M8 1971M3 1974Mll 1972M7 1975M7 
1974M12 1965M7 1975M7 1974M12 1975M7 1976M7 
1980M4 1968M1 1976M7 1980M4 1976M7 1977M3 
1980M5 1968M5 1977M3 1980M5 1977M7 1977M7 

1974M10 1977M7 1978M7 1978M7 
1980M9 1978M7 1980M5 1979M7 
1981M8 1979M7 
1982M8 

The models are estimated by equation-by-equation unconstrained OLS from 
first differenceddata. In addition to the elements of Yt, the models 
include a constant, 11 seasonal dummy variables and a strike dummy taking 
the value 1 in 1971M2 - 1971M3 and 0 otherwise. Significant values at the 
10,5 and 1 per cent level of significance are indicated by *, ** and ***, 
respectively. Listed shocks exceed the two standard error limit (the 
dummy variable strike dates are listed as significant negative shocks). 



The vast majority of shocks are small and rather uninteresting if 
viewed in isolation. This finding agrees with the Frisch - Slutsky -
Lucas' view of the nature of shocks, according to which the impulses 
represent a steady flow of small pieces of new information ("news"). 
With reference to the literature on rules versus discretion in 
economic policy (see the papers in Campbell & Dougan (1986)), our 
finding that the shocks represent a steady flow of small pieces of 
new information constitutes a case favoring the use of rule-based 
economic policy. 

A look at major historical economic events facilitates the following 
interpretations of the estimated large output disturbances. With 
regard to large positive shocks in U.S. real total output, we find 
that 1961M4 and 1961M10 may be associated with the unexpectedly 
strong recovery from the 1960 - 1961 recession., 1964M11 may possibly 
be associated with the tax cuts in 1964, and 1967M8 and 1967M11 with 
the Vietnam War upturn. 1970M12 may represent the rebound from the 
General Motors strike of 1970M10, and 1978M4 falls into the 
expansion of the latter half of the 1970s. The shocks in 1983 - 1984 
may be associated with the boom in 1983 - 1985 insofar as it was 
unexpected. With regard to large negative shocks, 1960M11 may be 
associated with the 1960 - 1961 recession and 1974M11 and 1974M12 
reflect the deep 1974 - 1975 recession. 1980M4 and 1980M5 reflect 
the "minirecession" in 1980. 

It may be interesting to compare the large output shocks identified 
above with corresponding shocks identified by Blanchard & Watson 
(1986) and Blanchard & Quah (1989). Blanchard & Watson (op.cit.) use 
an IS-LM model augmented with monetary and fiscal policy reaction 
functions to identify supply, demand, money and fiscal shocks. 
Blanchard & Quah (op.cit.) impose low frequency restrictions on a 
bivariate model of output growth and unemployment, and interpret 
their structural shocks as supply and demand shocks. In general, the 
results of Blanchard & Watson (op.cit.) and our results coincide to 
some extent, whereas the results presented in Blanchard & Quah 
(op.cit.) differ from the other results. Only about one in ten large 
shocks identified in Blanchard & Quah (op.cit.) coincide with the 
other two sets of shocks. These findings suggest that the shocks 
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estimated by Blanchard & Quah (op.cit.) represent linear 
combinations of more than two individual structural shocks. 

Turning to large output shocks in the intermediate economy, we note 
that results differ between the two measures of the intermediate 
economy. There may also be a problem with seasonality in the case of 
the trade-weighted intermediate economy. One may nevertheless note 
that 1980M5 is due to labor market disputes in Sweden. Some of the 
estimated large shocks to total real Finnish output also seem to 
have identifiable economic content. 1971M4 can be associated with 
the recovery from the strike in the metal and engineering industry 
earlier in the year, and 1976M7 may be associated with strikes 
during 1976. Among the estimated large negative disturbances, 1971M2 
and 1971M3 stand for the strike in the metal and engineering 
industry. 1977M3 and 1977M7 can be associated with the sharp, 
unexpected falls in output in 1977. We can also note the absence of 
large domestic output shocks in the 19805. 

5.2.3 Impulse Responses 

In this section we compute short- and long-run impulse responses. 7 

The confidence bounds for the impulse responses are not easily 
constructed analytically, because the impulse responses are 
nonlinear and convoluted functions of the coefficients of the VAR 
model (a relatively simple closed-form result has, nevertheless, 
recently been presented by LUtkepohl (1989)). Instead, the second 
moments of the impulse responses are computed using Bayesian methods 
and Monte Carlo integration. Zellner (1971) shows that the posterior 
distribution of the positive definite symmetric random coefficient 
matrix E(L) is an inverted Wishart, given an uninformative prior on 
the coefficients, the probability density function of ~t' and 

7The level (error correction) terms in our first-differenced model 
are problematic from the point of view of inverting the model to 
yield the vector moving average representation. To this end, the 
estimated model is, following a suggestion by Mark W. Watson, 
reparametrized in level form and then inverted (see Doan (1989), p. 
14-41). 



normally distributed reduced form errors ~t. Kloek & VanDijk (1978) 
outline a procedure for calculating the first two moments of the 
posterior distribution of the impulse responses. The integration 
procedure draws repeatedly from the inverted Wishart dtstribution 
and computes the moments that result from each drawing.8 

Impulse responses with two standard deviation limits for systems 

involving YiE and YiE* are reported in Figures 5.3a - 5.3f and 
5.4a - 5.4f, respectively. Responses refer to a one standard 
deviation, one period, positive innovation, and all estimates are 
based on the full sample period. Impulse responses refer to the 
(logarithmic) leve1 of a mode1 variab1e, and the responses are 
scaled to yield fractions of a standard deviation. 

Turning first to the responses of output to a U.S. output shock the 
fo110wing picture emerges. The intermediate economies, weighted 
according to the size of the economy, disp1ay a positive 
contemporaneous relationship with U.S. output, and the U.S. output 
shock stimu1ates intermediate economy output, peaking three quarters 
after the shock. Some slight tapering off of the effect of the U.S. 
shock on the intermediate economy can be observed, and virtua11y al1 
of the contribution to output variablity in the intermediate economy 
has ceased two years after the shock. The U.S. _output shock raises 
intermediate economy output permanently in the long runo When the 
intermediate economy countries are weighted with Finnish trade 
weights, essentially the same dynamic pattern is observed, apart 
from a negative contemporarieous relationship and an overall smaller 
impact. 

8In the vast majority of VAR studies, confidence bounds have not been 
generated. We report results based on 1 000 drawings from the 
posterior distribution. Burbidge & Harrison (1984, 1985) and Genberg 
et al. (1987) use 100 drawings, but we found that results based on 
100 drawings differed considerably from resu1ts based on larger 
numbers of drawings. More specifically, the second moments were 
systematically understated when a smaller number of drawings was 
used. Regarding the magnitude of the moments it should be noted that 
they may not be correct, since the estimated residuals ~t were not 
normally distributed in the intermediate economy and the Finnish 
economy equations (see Table 5.2). 
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FIGURE 5.3 

Impulse responses for a VAR model in error correction form for the 
_ (*U *E ) I vector ~t - Yt Yt Yt using data from the period 1960M1 - 1988M8 

(y~E is GDP-weighted) 

FIGURE 5.3a FIGURE 5.3b 
IlESPOHSE OF IHTERNEIJIATE ECIlIfllIIY OUTPUT TO SIlDtK IH u.s OUTPUT RESPONSE OF FI!fUSH OUTPIIT Ta SHOCK IH U.S. OUTPIIT 

5.D r-----------------, s.O.r----------_____ ...... 

0.' t-----------------l 

~.o t-----------------j 
. .;.:;~.' .-.-......... --_ ...... __ ........ ----............ -- -... . 

0.0 .;,,/~ •• ~: •• ::::: ••••••••••••••••••••••••••••••••••••••••••••••••••••••• 

-iI.' t-----------------j ..... t-----------------j 

FIGURE 5.3c FIGURE 5.3d 
AESPONSE DF U.S. DUTPUT TO 5HOCK IH IHTElI<EllIATE ECOHOMY DUTPUT 'IESPONSE OF FINNISH OUTPIIT TO SHOCK IH INTEIlNEOIATE ECDNOIIY OUTPUT 

5.0 S.D.r-----------------, 

0.' 0.' t-----------------j 

0.0 A 0.0 ~::: •••••••.• : •••• : .• ::::: •••••••••.•.••• ::::: .•.••••••••••.••.•••.•.•.•.•••••.•••••••.•.•.•.•.•.• ~ •••.. 

. v ~::::::::::::::::::::::::::::::::::::::::::::::: 
..... ....5 t-----------------j 

-1.0 u.u.lJ.Ll~I~;'-W1 'J.W~-lo!;=IUJ.Lu,;30!;'-' 1J.J.U..LU.l.co:l;'.I.ll.1.1 'WJ.;5O~.IUJ.L 'llll~60 

I«JIITNS 

FIGURE 5.3e 
AESPOHSE DF U.S. OUTPUT Ta SHOCK lN FINNISH OUTPIIT 

5.0 . .-------------------, 

0 •• 1-----------------1 

0.0 f'---:~-:::::::::::-:::::::::-:::::::::-::::::::::-:::::::::-:::::::::--j::::::: 

..... 1-----------------1 

-1.0 WJ.JJJJ.J,!;L' 1WJ.JU-!;!;.JllW 'LJ.l.L!:l;'''llWL.U.l:!',u.u. l,llW:':I"./.l.1.L. .~ ro ~ 30 .co 50 60 

-~ 
FIGURE 5.3f 

RESPOOSE OF INTEIIItEOIATE ECIlHOIf( DlfR'UT TO SHOCK lN FllfUSH OUTPUT 

5.0,------------------, 

0.51----------------1 

.A, ..................•................•..........•.................... 
" ._ .,' ',' •• ,· ••• • •• ·' •••••• h ••••• _ •••••••• __ ••••••••••••••• 

0.0 

..... 1----------------1 

-1.0 L.U.L.u.u~I~,u.uI..LW"=~!:ll'-IULL"~ '30!:f.l.LU.l'.LI.LI4D*,' Lu.1.IJULL~~UJ.J.Ill1.l-!:':'60 -1.0 UllJ.W-';\I~;'-WI.llJJ~~!;=Iw.LW,30:l;" IJ.W '.llJJ.4IJ~' 11J.1l.w.L;!;~!J-I.1IJ.W-!;!;I60 

~~ ~~ 

NQtes: impulse response 
two standard deviation limit 



FIGURE 5.4 

Impulse responses for a VAR model in error correction form for the 
( *U *E* ) 1 vector Yt = Yt Yt Yt using data from the period 1960M1 - 1988M8 

(YtE* is trade-weighted) 
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The impact of a U.S. output shock on Finnish output emerges as very 
weak, if anything. The short-run impact is negative, and a small 
positive impact is recorded during the third quarter after the 
shock. The long-run impact is essentially zero. On average, the 
impact of a U.S. shock is clearly bigger on the intermediate economy 
than on the Finnish economy. We note that Gerlach (1988) - using 
cross-spectral techniques - finds that Norway and Sweden are also 
less affected than larger economies by foreign output movements. 

The impacts of an output innovation in the intermediate economY on 
the rest of the world are graphed in Figures 5.3c - 5.3d and 5.4c -
5.4d. A shock to the GDP-weighted intermediate economy is seen to 
have brought about a small and short-lived stimulus to U.S. output 
half a year after the shock, but the long-run impact is negative. 
The same modest positive impact roughly half a year after a shock is 
found when Finnish trade weights are used, but now the long-run 
impact is zero. There is hardly any difference between the impulse 
responses of Finnish output to a shock in the intermediate economy 
depending on which weighting scheme is employed. 

An intermediate economy shock has, historically, brought about a 
nonnegligible stimulus to Finnish output, which has peaked 10 months 
after the occurrence of the shock. In the long-run, Finnish output 
has been raised permanently by the foreign output innovation. The 
very short-run impact of the intermediate economy shock is different 
depending on how the intermediate economy is weighted; Finnish trade 
weights generate a sizeable contemporaneous relationship whereas GDP 
weights generate only a small contemporaneous correlation. The 
responses are dynamically well behaved with the dynamic effects 
having essentially worked themselves through the model in two years. 

When U.S. output is subjected to a shock in Finnish output, a 
modest, positive impact is observed, which peaks some 10 months after 
the shock, and a positive long-run impact. This impulse response 
clearly seems spurious, and we suspect that it is a consequence of 
one (or a few) influential observations. When intermediate economY 
output is shocked by a Finnish shock, the impact is significantly 
positive, albeit very small, and the long-run impact is zero. 



Apart from the spurious U.S. response, the impulse responses emerge 
as reasonable. The responses are dynamically well behaved and 
essentially of the expected sign and plausible magnitude. 
Intermediate economy output reacts more strongly than Finnish output 
to U.S. output shocks, intermediate economy output reacts more 
strongly to U.S. than to Finnish output shocks, and Finnish output 
reacts more strongly to intermediate economy output shocks than to 
U.S. output shocks. In other words, a hierarchial model of 
international output dynamics in which the U.S. calls the tune and 
Finland is "small and open" seems to be a reasonable approximation. 

5.2.4 Decompositions of Variance 

Decompositions of variance for systems involving Y{ and Y{* are 
reported in Table 5.5. Decompositions of variance refer to a one 
standard deviation, one period, positive innovation, and all 
estimates are based on the full sample period. As all estimated AS 

converged within the 60-month horizon, we will be referring to 
60-month horizon values as long-run values. We find that U.S. output 
is convincingly exogenous at all time horizons. The percentage of 
the expected 60-months-ahead squared prediction error in U.S. output 
caused by an innovation in the same variable is in excess of 95.0, 
whereas innovations in the other two output variables account for 
less than three percentage points each. Note, however, that less 
than half of U.S. foreign trade is with the other countries in 
tt; hence it is possible that output developments in e.g. Canada 
- with which the U.S. conducts one fifth of its foreign trade -
shows up in U.S. output developments. 
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TABLE 5.5 

Variance decomposition for a VAR model in error correction form for 

the vector '!. t = (y;U y;Ejy;E* Yt)' using data from the period 

1960M1 - 1988MB 

Percentage of 
the expected 
k-step-ahead 
squared 1nnovation in 
prediction error 

y*U y*E y*U y*E* in variable k y y 

y*U 1 100 0.000 0.000 100 0.000 0.000 
2 99.8 0.003 0.187 99.2 0.259 0.516 
3 99.4 0.162 0.442 98.8 0.215 0.980 
6 99.1 0.230 0.676 98.8 0.645 0.553 
9 98.3 0.460 1.27 98.6 0.496 0.952 

12 97.6 0.639 1.81 98.1 0.357 1.58 
24 96.3 1.55 2.14 97.9 0.182 1.89 
60 95.1 2.55 2.37 97.9 0.077 2~03 

y*Ejy*E* 1 9.62 90.4 0.000 0.814 99.2 0.000 
2 16.3 83.6 0.075 1.27 98.5 0.227 
3 22.4 77.5 0.094 1.46 97.8 0.713 
6 22.0 77.6 0.360 4.10 95.2 0.711 
9 25.5 74.2 0.324 9.10 90.3 0.621 

12 26.1 73.6 0.271 17.1 82.4 0.532 
24 27.6 72.2 0.202 26.4 73.1 0.449 
60 28.4 71.4 0.145 32.8 66.9 0.346 

y 1 1.71 0.438 97.8 2.45 28.3 69.2 
2 1.72 0.420 97.9 2.57 26.6 70.8 
3 2.27 0.994 96.7 3.82 27.0 69.2 
6 2.82 3.00 94.2 4.62 25.2 70.2 
9 3.90 6.31 . 89.8 4.70 26.0 69.3 

12 3.32 10.0 86.7 4.07 27.0 68.9 
24 2.59 15.2 82.3 3.05 26.8 70.2 
60 1.73 20.8 77.5 1.82 26.9 71.2 

The models are estimated by equation-by-equation unconstrained OLS 
from first dffferenced data. 1n addition to the elements of Xr the 
models include a constant, 11 seasonal dummy variables and a trike 
dummy taking the value 1 in 1971M2 - 1971M3 and 0 otherwise. Numbers 
across rows may not sum to 100.000 due to rounding errors. 



The intermediate economy is also highly exogenous with respect to 
the Finnish economy, but not with respect to the U.S. economy. In 
the long run, shocks to the intermediate economy account for two 
thirds of the squared prediction error in intermediate economy 
output, while innovations in U.S. output account for the remaining 
third. In fact, when the GDP-weighted intermediate economy aggregate 
is used - which is the natural one to use when comparison is made 
with the U.S. - the importance of-the U.S. economy is apparent at 
all forecasting horizons. When Finnish trade weights are used, the 
U.S. economy starts to exert a sizeable influence on the 
intermediate economy two to three quarters after the shock. 

The impact of a U.S. output shock on Finnish output appears to be 
negligible for horizons up to five months, but it may account for a 
small portion of the expected squared forecast error at the six- to 
12-month horizon. By contrast, intermediate economy output shocks 
account for nonnegligible portions of Finnish output developments. 
When the GDP-weighted aggregate ytE is employed, the intermediate 
economy shock shows up in Finnish output about three quarters after 
the occurrence of the shock, and unexpected intermediate economy 
output movements account for one fifth of Finnish output movements 
in the long-runo Using the trade-weighted intermediate economy 
concept y{* shows a somewhat stronger influence of the intermediate 
economy on Finnish output developments; unexpected intermediate 
economy output developments account for one fourth of Finnish output 
variability both in the short and the long run. 9 

On the whole, the decompositions of variance give the following 
picture of fluctuations in total real output in the world economy. 
The U.S. economy, and to a lesser degree the intermediate economy 
and the Finnish economy. all seem to have grown largely domi.nated by 
movements in the respective domestic output. More precisely, U.S. 
output emerges as totally exogenous with respect to output in the 
rest of the world (as defined in the current study). The 

9These findings are robust to the use of the strike dummy to 
account for the strike in the metal and engineering industry in 
Fi nl and i n 1971. 
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intermediate economy is influenced by U.S. output developments, but 
not by Finnish output developments. Finnish output, in turn, is 
affected by intermediate economy output, but only arguably directly 
by U.S. output. Hence, what emerges is, notwithstanding some 
differences due to how the intermediate economy is parametrized, a 
hierarchial setup in which the smaller countries display the same 
order of magnitude of openness. Some signs of Finland being slightly 
less open than an average intermediate economy could be noted, 
however; foreign output developments account for some 29 - 33 per 
cent of the long-run intermediate economy output variability whereas 
the corresponding figures for Finland are 22 - 29 per cent. 10,11 

5.2.5 Analysis of Subperiods 

Instead of reporting three new sets of Tables 5.1 - 5.5 and 
corresponding impulse responses, we have collected a selection of 
the key summary statistics in one table (Table 5.6), and will report 
impulse responses for reactions of Finnish output to U.S. and 
intermediate economy output shocks only. 

10When quoting percentage points, the most likely major uncertainty 
attached to these should be borne in mind. Work by Geweke (1984), 
Runkle (1987) and Diebold & Rudebusch (1989) suggests that 
confidence i'ntervals attached to decompositions of variance from 
unrestricted VARs may be large. 

11The analysis of sections 5.2.1 - 5.2.4 was repeated using lag 
lengths of six months and 12 months. Such a check for robustness of 
results seems warranted, inter alia, sincethe outliers may cause 
problems when testing for lag length. Results using six lag models 
were fairly similar to the ones reported in the main text, but all 
effects worked themselves through more rapidly than in the base 

. case. When 12 lags were used most qualitative results carried 
through, but some nonsensical impulse responses bore witness of 
overparametrization. Presumably, the true signals were obscured by 
the noise from distant lags. 



TABLE 5.6 

Selected summary statistics for VAR models for the vector ~t = (y~U YiEjytE* Yt)' using data from subperiods 

Time period 196OM1 - 1972M12 1973Ml - 1988MB 1980M1 - 1988M8 
Regressand y*U y*E y: y*U y*E* y y*U y*E Y y*U y*E* Y y*U y*E y y*U y*E* Y 

Statistic k 

1 7 7 7 7 3 3 3 4 4 4 4 4 
R2 0.888 0.974 0.965 0.890 0.950 0.964 0.808 0.979 0.958 0.822 0.979 0.959 0.846 0.992 0.986 0.852 0.989 0.986 
Q 0.884 0.838 0.034 0.872 0.573 0.021 0.410 0.000 0.000 0.729 0.003 0.000 0.681 0.240 0.383 0.191 0.478 0.810 
EXOGENEITY 0.643 0.658 0.087 0.497 0.548 0.188 0.985 0.239 0.196 0.060 0.696 0.076 0.748 0.555 0.605 0.525 0.675 0.604 

Percentage of the 
expected k-step 
ahead squared 
predi cti on error 
in variable 

y*U 1, 100 0.000 0.000 100 0.000 0.000 100 0.000 0.000 100 0.000 0.000 100 0.000 0.000 100 0.000 0.000 
2 98.8 0.304 0.933 98.6 0.132 1.26 99.9 0.003 0.067 99.6 0.042 0.317 98'.5 1.35 0.144 98.7 1.32 0.003 
3 98.9 0.511 0.581 99.1 0.096 0.833 99.8 0.002 0.168 99.5 0.031 0.498 97.3 2.61 0.083 98.8 1.16 0.009 
6 99.2 0.577 0.249 99.3 0.331 0.347 99.8 0.038 0.209 99.0 0.849 0.194 96.5 3.11 0.432 99.1 0.436 0.458 
9 99.5 0.366 0.149 99.6 0.198 0.231 99.7 0.051 0.231 98.8 1.10 0.120 96.2 3.29 0.467 99.3 0.283 0.410 

12 99.6 0.269 0.107 99.7 0.132 0.176 99.7 0.057 0.239 98.7 1.22 0.086 96.1 3.39 0.514 99.3 0.211 0.484 
24 99.6 0.335 0.043 99.9 0.053 0.091 99.7 0.064 0.251 98.6 1.38 0.041 95.9 3.54 0.580 99.3 0.126 0.550 
60 99.5 0.464 0.017 99.9 0.018 0.057 99.7 0.069 0.257 98.5 1.46 0.017 95.8 3.62 0.619 99.3 0.090 0.596 

y*Ejy*E* 1 0.748 99.3 0.000 0.081 99.9 0.000 11.3 88.7 0.000 11.1 88.9 0.000 1.75 98.2 0.000 2.15 97.9 0.000 
2 3.64 96.2 0.123 0.591 98.5 0.918 14.9 84.6 0.537 9.14 90.6 0.247 1.77 98.2 0.063 2.31 97.5 0.230 
3 4.32 95.5 0.,1.62 3.17 96.0 0.860 19.6 79.9 0.474 9.10 90.1 0.777 1.74 97.4 0.848 2.02 97.1 0.873 
6 2.39 97.4 0.212 3.70 94.6 1.67 30.9 68.1 1.06 9.39 90.1 0.537 8.76 90.7 0.543 3.33 95.5 1.18 
9 1.62 98.2 0.192 3.55 94.2 2.30 35.0 63.9 1.13 9.30 90.2 0.451 18.7 80.9 0.383 3.86 95.1 1.05 

12 1.23 98.6 0.178 3.79 94.1 2.14 37.1 61.8 1.16 9.28 90.3 0.399 28.7 71.1 0.282 5.12 93.8 1.05 
24 0.668 99.2 0.140 3.34 94.9 1.73 40.2 58.6 1.20 9.25 90.4 0.311 54.2 45.7 0.149 9.25 89.9 0.866 
60 0.362 99.5 0.117 2.89 95.8 1.26 42.0 56.8 1.22 9.22 90.5 0.253 72.7 27.1 0.132 14.5 84.9 0.673 

Y 1 0.160 0.938 98.9 0.182 0.909 98.9 2.76 2.32 94.9 2.81 14.8 82.4 1.74 2.54 95.7 2.59 8.86 '88.6 
2 0.324 0.728 98.9 0.429 1.37 98.2 . 1.98 1.63 96.4 2.08 12.8 85.1 2.14 2.25 95.6 2.52 9.54 87.9 
3 0.312 0.848 98.8 0.394 2.24 97.4 2.28 1.70 96.0 3.23 11.3 85.4 3.75 2.25 94.0 3.21 9.18 87.6 
6 2.59 2.13 95.3 2.45 6.37 91.2 4.22 1.18 94.6 7.27 8.27 84.5 8.11 2.09 89.8 5.49 10.7 83.8 
9 5.01 2.70 92.3 4.80 6.16 89.0 5.65 0.932 93.4 9.43 6.48 84.1 10.3 1.71 88.0 5.20 10.7 84.1 

12 6.78 2.35 90.9 6.44 5.32 88.2 6.53 0.783 92.7 10.7 5.53 83.8 11.6 1.46 86.9 4.57 11.4 84.0 
24 9.58 1.56 88.9 8.65 5.98 85.4 8.04 0.527 91.4 12.7 3.94 83.4 16.2 0.880 82.9 3.16 11.9 84.9 
60 13.7 0.774 85.6 12.3 5.84 81.9 9.06 0.353 90.6 14.0 2.89 83.1 21.6 0.405 78.0 1.71 12.5 85.8 

The models are estimated by equation-by-equat~on unconstrained OLS from first differenced data. In addition to the elements of y , the models include a constant, 11 seasonal dulll1\Y variables and, 
Nt 

where appropriate, a strike dUIll11Y taking the value 1 in 1971M2 - 1971M3 and 0 otherwise. The models for the time periods 1973M1 - 1988M8 and 1980Ml - 1988M8 inclu,de error correction (level) terms. 
-2 

The lag length is denoted 1 and R i5 the degree5-of-freedom-corrected squared multiple correlation coefficient. Q i5 the Ljung & 80x (1978) 5tatistic based on four, five and three autocorrelations, 
respectively. EXOGENEITY stands for the degrees-of-freedom-corrected likelihood ratio test statistic of Sims (1980a) for the null hypothesis that lags of other model variables' do not belong in the 
equation for'a particular varlable. Marginal significance levels are reported for Q and EXOGENEITY. ln decompositions of variance, numbers across rows may not sum to 100.000 due to rounding errors. 

<Xl 
-....J 



88 

Turning to Table 5.6 we can make the following observations. The 
number of lags needed to capture the dynamics of output differs 
across subperiods, and the number of lags also differs from full 
sample results. During the Bretton Woods subperiod, output 
developments have been largely independent. In the very short run, 
U.S. output shocks may have contributed a little to intermediate 
economy output variability, however. U.S. output developments 
contributed to Finnish output variability, the impact becoming 
nonnegligible three quarters after the occurrence of the shock. A 
very modest contribution of developments in trade-weighted intermediate 
economY output to developments in Finnish output also appears to 
have occurred two quarters after the shock. In sum, foreign output 
developments accounted for less than one fifth of the long-run 
movements of Finnish output during the Bretton Woods subperiod. 

During the post Bretton Woods subperiod, U.S. output developments 
continue to be wholly exogenous. By contrast, intermediate economy 
output now reacts to U.S. output both in the short and the long runo 
More than one third of the variability of (GDP-weighted) 
intermediate economY output comes from movements in U.S. output at 
the one year horizon, and the corresponding long-run influence is in 
excess of two fifths. As in the case of the Bretton Woods subperiod, 
we do not find any signs of Finnish output developments affecting 
intermediate economy output (or U.S. output, for the matter). 

Nearly one fifth of Finnish output variability comes from foreign 
output movements during the post-Bretton Woods subperiod. U.S. 
output developments start to show up in Finnish output half a year 
after the shock, and one seventh of Finnish output variability is 
caused by U.S. output in the long runo Intermediate economy output 
accounts for one seventh of Finnish output variabi,lity in the very 
short run, but the influence vanishes within two years after the 
occurrence of the intermediate economy shock. At least one tenth, 
but not more than one fifth, of Finnish output variability was 
caused by foreign output movements after the breakdown of the 
Bretton Woods arrangement. 

When analyzing the 1980s only, U.S. output still appears to be 
unaffected by international output. The impact of a U.S. output 



shock shows up in intermediate economy output about half a year 
after the occurrence of the shock. In other words, during the EMS 
subperiod, intermediate economy output is insulated from 
developments in U.S. output in the very short run in contrast to the 
experience during the late 1970s. On the other hand, U.S. output 
appears to be of paramount importance for intermediate economy 
output in the 1980s; at the one year horizon nearly one third, at 
the two year horizon more than one half, and in the long run nearly 
three quarters of intermediate economy output variability can be 
attributed to U.S. output developments. 

During the 1980s, Finnish output has been slightly less susceptible 
to foreign output developments than during most of the 1970s. U.S. 
output developments show up in Finnish output variability during the 
third and fourth quarters following a shock, and the intermediate 
economy accounts for roughly one tenth of Finnish output variability 
at all forecasting horizons. When the intermediate economy countries 
are weighted by GDP, their importance for Finnish output 
developments appears to be negligible, while U.S. output starts to 
show up in Finnish output variability half a year after a shock. 
U.S. output variability accounts for one fifth of the long-run 
variability of Finnish output in such a model. This means that at 
least one seventh, possibly even one fifth, of Finnish long-run 
output variability comes from foreign output developments in the 
1980s. 

The decompositions of variance attest to a causally prior role for 
U.S. output - a role which has increased during our sample period. 
The intermediate economy and the Finnish economy have become 
increasingly susceptible to U.S. output movements, and Finnish 
output has become somewhat more susceptible to intermediate economy 
output variability. Nevertheless, no more than one fifth of eventual 
Finnish output variability appears to originate in foreign output 
fluctuations in the 1980s. These subsample results tend to reinforce 
the picture of a hierarchial setup with regard to'international 
output dynamics, but they also suggest that the intermediate economY 
may be more, and the Finnish economy somewhat less; open in the 
1980s than the full sample results suggest. 
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While we have documented some signs of a deerease in the importance 
of U.S. output shocks (~~U), and an increase in the importance of 
intermediate economy output shocks (~~T), for Finnish output 
movements, it does not follow that developments in U.S. output have 
become less important for developments in Finnish output. The main 
reason is that the estimated intermediate economy impulse ~~T 
contains the (unexpected) reaction of the intermediate economy to 
the U.S. output shock ~~u. Also, we have documented an overall 
increase in the importance of shocks to U.S. output for developments 
in intermediate economy output. Thus, U.S. output seems to be an 
increasingly important determinant of Finnish output developments. 

To further assess the importance of foreign output impulses for the 
Finnish economy, impulse responses based on our three subsamples were 
calculated. The responses of Finnish output to unexpected movements 
in U.S. output and intermediate economy output are displayed in Figures 
5.5a - 5.5d. In general, results between subsamples, on the one 
hand, and subsamples and the whole sample, on the other hand, differ 
from each other. Responses of Finnish output to shocks in the output 
of the intermediate economy also differ depending on which weighting 
scheme is used in constructing the intermediate economy, but 
responses to U.S. output innovations are unaffected by this. 



FIGURE 5.5 

Impulse responses for VAR models for the vector ~t 
using data from subperiods 

FIGURE 5.5a 

RESPQNSE OF fINNISH OUTPUT Ta SHOCK lN U.S. aUTPUT 

s.o . .-----------------, 

0.25 HI----------=-=~===~ 
II " ----

-Ii I,F--

-1 Y·. 

0.00 ~t"\ ' ..... :'\ ..................................................... . 
-0.25 1-----------------1 

-0.50 l.UJ.l.UJ.';';j~'Lll1LJ.LU~2~;'-W1 'LJ.I.L";~!;Lll_1 ,l.UJ.L1:.!f~Il.lll~50t;' \.l.LLJ 'LlJ.L6~0 

HONTHS 

FIGURE 5.5c 
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FIGURE 5.5b 
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FIGURE 5.5d 
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Figures 5.5a - 5.5b refer to systems involving the GDP-weighted 
variable YtE~ and Figures 5.5c - 5.5d refer to systems involving the 
trade-weighted variable YiE*. 
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With regard to the response of Finnish output to shocks to U.S. 
output, we can make the following observations. During the Bretton 
Woods era we find a sharp positive peak at the 5-month horizon, and 
the same response is observed in the analysis of data from the 
1980s, although the magnitude of the response is bigger and the 
peak now occurs one month earlier. The contribution to Finnish 
output variability of the U.S. output shock dies out roughly within 
two years after the shock during the first subsample, while not much 
in the way of dynamics is found during the second subsample. During 
the third subsample, the long-run impact differs according to which 
intermediate economy aggregate is utilized. Using GDP weights, 
Finnish output is permanently raised by the U.S. output shock, but 
using trade weights no long-run impact is found. This parallels our 
decomposition of variance results. 

Finnish output is positively affected contemporaneously by a shock 
to GDP-weighted intermediate economy output. The positive impact 
peaks seven months after the shock, but no long-run impact is found. 
Positive contemporaneous impacts and zero long-run impacts are, in 
fact, found during all subperiods. Positive impacts are also documented 
using the trade-weighted intermediate economy variable, but the 
impacts are bigger overall, and nonzero (positive) long-run effects 
emerge. Again, the findings parallel the results of the decompositions 
of variance. The impact of an intermediate economy shock on Finnish 
output seems to have increased somewhat over time, and the effects 
work themselves into Finnish output more rapidly than earlier. The 
subsample impulse responses suggest that changes in the dynamics of 
international output movements may have taken place. It may 
furthermore be mentioned that the impact of U.S. output movements on 
intermediate economy output differed across subsamples (graphs not 
shown); the impact has become stronger and more persistent over time. 

Our empirical evidence confirms and quantifies the generally held 
belief that international economic linkages have increased over 



time. 12,13 However, the present findings differ to some extent from 
corresponding results based on seasonally adjusted data and 
disregarding the cointegration constraints presented in Starck 
(1988b). The differences are not dramatic, but the use of seasonally 
adjusted data implies twice as large a role for U.S. output 
developments in explaining Finnish output variability during the 
Bretton Woods subperiod than does the current analysis. Some 
decompositions of variance are distorted and the model dynamics are 
systematically understated. Hence, the analyses corroborate the 
claim that hazards for inference may appear if seasonally adjusted 
data are used and if cointegration relationships are-neglected. 

5.3 . Conclusions . 

In this chapter we have implemented a new research strategy for the 
analysis of the extent to which movements in Finnish output are due 
to foreign output impulses. The empirical analyses were carried out 
using a hierarchial, three-country setup. The analysis yielded the 
following results. 

Shocks to output have zero mean and are temporally independent, and 
they are normally small and insignificant when viewed one at a time. 

120ne should bear in mind that we are analyzing aggregate openness, 
and we are not addressing the openness of different sectors of the 
economy. For analyses of such aspects, see Long & Plosser (1987), 
Stockman (1988), Krieger (1989) and Peisa (1989). Peisa (op.cit.), 
who analyzes output growth in the Finnish economy during 1961 -
1987, finds that sector-specific shocks do not provide a 
satisfactory explanation for fluctuations in aggregate output 
growth. He concludes that aggregate growth is driven mainly by 
economY-wide disturbances, especially at business cycle frequencies. 

13Baxter & Stockman (1989) conclude that the correlation of 
international output fluctuations has decreased after the breakdown 
of the Bretton Woods arrangement. The converse is documented for the 
Finnish case. While these conclusions are correct in terms of a 
correlation coefficient, they bear witness to the hazards for 
inference of descriptive analyses that are too simple. In the light 
of our analysis, the conclusion of Baxter & Stockman (op.cit.) 
appears to be, if not outrightly false, at least dangerously 
uninformative. 
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Occasional large shocks were also documented, and many of these 
could be associated with historically exceptional events. The 
distribution ofthe estimated impulses is not normal, and in 
particular the distribution has tails which are too thick. 

Finnish output is contemporaneously positively influenced by 
intermediate economy output movements and negatively linked to 
movements in U.S. output. Intermediate economy output is 
contemporaneously related to U.S. output in almost a one-to-one 
fashion. The effects of output movements in one country on output 
movements in another country in general peak during the third or 
fourth quarter following a shock, and dampen out fairly well within 
two years after the occurrence of a shock. Typically, the foreign 
shock causes a permanent change in the level of domestic output. The 
caveat to these results because inference is based on data which may 
contain a measurement error should be borne in mind, however. 

U.S. output is found to be exogenous with respect to international 
output. U.S. output accounts for a sizeable portion of the variability 
of intermediate economy output, which, in turn, accounts for a 
sizeable portion of Finnish output variability. The susceptibility 
of intermediate economy output to U.S. output shocks appears to have 
increased over time, and during the 1980s U.S. shocks may account 
for nearly three quarters of the eventual movements of intermediate 
economy output. Foreign output developments account for one seventh 
to one fifth of the long-run variability of Finnish output during 
the 1980s. In terms of international output dynamics, the Finnish 
economy may not have been quite as open during the 1960s and the 
early 1970s as previously thought. 



6 A BUSINESS CYCLE FLUCTUATION MODEL 

The aim of this chapter is to provide empirica1 evidence on the 
10ng-run effects of shocks hitting the Finnish economy. 
Consequent1y, we achieve identification of shocks by imposing high 
frequency restrictions on our vector autoregression of foreign and 
domestic variab1es. By restricting high (and seasona1) frequency 
movements, we achieve the necessary identification of shocks and at 
the same time 1eave the data free to speak about 10w frequency 
movements. The resu1ts on 10w frequency movements wi11 be further 
uti1ized in the next chapter in the identification of shocks when 
data are 1eft free to speak ~about high frequency movements. 

6.1 A Theoretica1 Mode1 with High Frequency Re~trictions 

The choice of what variab1es to study - not to mention specifying 
how they interact - is inherent1y difficu1t. The c1assica1 paper by 
Koopmans (1947) makes it on1y too c1ear that the question admits of 
different answers in different cases, and that the answers depend, 
among other things, on the aim and scope of the study. To faci1itate 
the choice of variab1es for the made1 and the identifying restrictions 
on the matrix rO of contemporaneous re1ationships, we wi11 present 
and analyze a theoretica1 dynamic made1 of the Finnish economy. 
A1though structura1 VAR studies (Bernanke (1986), B1anchard & Watson 
(1986), and others) have devoted practica11y no effort to motivating 
their choice of variab1es and mode1s, we fee1 that a somewhat more 
1engthy discussion can be justified in a study of the current scope. 

First1y, economic theory shou1d be consu1ted. Theoretica1 
considerations may give us some hints as to how variab1es irtteract, 
but a unanimous indication as to which variab1es to inc1ude is not 
forthcoming. One easi1y ends up with a fair1y 1arge number of 
variab1es that potentia11y cou1d be taken into account. Second1y, 
statistica1 inference may be he1pfu1. Our preferred method is to 
make oniy 1imited use of tests for significance. We wi11 test for 
the re1evance of variab1es over and above a sparse set of core 
variab1es on1y when compe11ing empirica1 arguments for the inc1usion 
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of a variable can be advanced. It should be borne in mind that we 
want to document empirically regularities of major interest - not 
the potential influence of the mYriad of factors that theoretically 
could matter for some aspect of some subset of economic activities. 
Thirdly, degrees of freedom considerations set upper bounds on the 
number of variables in a VAR model. Fourthly, there will be purely 
computational (memory) constraints limiting the scope of the 
analysis. 

Using the theoretical model presented below, we claim that the 
variables output (y), the price level (p), the foreign interest rate 
(i*), Ml (m) and the exchange rate (e) constitute a set of core 
variables for the study of a small open economy.1 In the applied 
work, we will rely on statistical inference to determine whether or 
not to add a sixth variable to the model. Economic theory suggests 
that such a variable could be foreign output (y*), foreign prices 
(p*), a proxy for fiscal policy (g) or the price of oil (po). 

The literature is full of basically similar models of an open 
economy, the core of which is the structure due to Dornbusch (1976), 
who built on the work of Mundell (1968) and Fleming (1962). We will 
follow this tradition, adding a few features that increase the 
realism when working at the monthly sampling frequency. The model is 
east in continuous time and all variables of the final model except 
the interest rates are expressed in logarithms. We adopt the 
notation x(t) = dx(t)/dt and denote the expectation of a variable 
with the superscript e. Now, consider a small open economy that 
produces one good which can be either consumed domestically or 

1Genberg et al. (1987) use the following variables: foreign output, 
prices and interest rate; domestic output, prices, the interest rate 
and Ml. Burbidge & Harrison (1985) and Kuszczak & Murray (1987) use 
the following variables: foreign output, prices, the interest rate and 
Ml; the exchange rate, domestic output, prices, the interest ra te and Ml. 
Models comprising the (real) exchange rate, domestic output, prices, the 
interest rate and Ml have also been chosen in some exploratory work 
with recursive models and Finnish data (see the Bank of Finland 
publication on VAR models). Closed economy models comprising output, 
prices, the interest rate and Ml have been employed by Sims (1980b), 
Litterman & Weiss (1985) and Stock & Watson (1989). 



exported. The country imports a foreign good. but the international 
price of that good is assumed to be fixed. and it is an imperfect 
substitute for the domestic good. The economy is specified by the 
following equations: 

(6.1i) yd(t) = a1[e(t) - p(t)l - a2[i(t) _ pe(t)] 

(6.1ii) md(t) = p(t) + a3y(t) - a4i(t) 

(6.1vi) i (t) = i*(t) + ee(t) 

where ai > O. i = 1 ••••• 8 are constant parameters and 

where yd(t) 
e (t) 

p (t) 

i (t) 

md(t) 

y (t) 

m 

mS(t) 
yS(t) 

i*(t) 

= demand for domestic real output 
= nominal exchange rate 
= domestic general price level 
= domestic instantaneous nominal interest rate 
= demand for domestic nominal money 
= domestic real output 
= constant supply of domestic nominal money in natural 

units 
= supply of domestic nominal money 
= supply of domestic real output 
= foreign instantaneous nominal interest rate. 

Equation (6.1i) is an IS curve specifying that demand for domestic 
output depends positively on the real exchange rate and inversely on 
the expected real interest rate. The latter is defined as the 
difference between the instantaneous (nonnegative) nominal interest 
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rate and the instantaneous expected rate of inflation. The demand 
for money yielding the LM curve given by equation (6.1ii) is a positive 
function of real output and an inverse function of the interest rate. 
In expression (6.1iii), we assume that money supply is constant at the 
level m, and in the subsequent exposition the constant m_will be 
eliminated through log-linearization by normalizing on em = 1 => 
m = O. Money demand continuously equals money supply. Equation 
(6.1iv) specifies a Walrasian adjustment process in that domestic 
prices are assumed to be sticky in the short run while responding to 
excess demand in the market for the domestic good. 

Equation (6.1v) describes the supply side of the economy. The 
Lucas-type supply behavior depends positively on the expected real 
rate of interest and price shocks. Alternatively, th;s supply 
behavior could be v;ewed as the outcome of wage rate behavior where 
contract wages are set to reflect the expected rate of inflation. 
Supply does not necessarily equal demand ;n the short runo Equation 
(6.1v;) is the interest rate parity condition. The economy is 
assumed to be small in the world capital market, and hence faces a 
given foreign interest rate. 

In equat;on (6.1vii) we assert that output essentially responds to 
variations in demand in the short run (recall that the model ;s 
formulated with an eye to application to monthly observations). 
Equation (6.1vii) is hence congruent with the Walras/Keynes/Phillips 
view that in the very short run money wages and prices are given. We 
think of the possibility that yd(t) * yS(t) in the short run as 
arising from output responding to (temporary) demand shocks through 
changes in inventories, but other reasons can also be cited (see 
Tobin (1975». 

We will assume rational expectations, which amounts to perfect 
foresight in our framework. Thus pe(t) = p(t) and ee(t) = e(t). 
Since we are working in continuous time, the perfect foresight 
expression for the, at times, discrete exchange rate (jump) variable is 

(6.2) e(t) = o(t - t)dE 



-where o(t - t} is the Dirac delta function, t = 0 is the period 
a devaluation is expected to occur, and dE = e(1} - e(O} where e(O} 
and e(1} are the pre- and post-devaluation exchange rate levels, 
respectively.2 Although nominally fixed, the Finnish exchange rate 
has varied considerably during our sample period in addition to 
frequent devaluations; i.e. during the first half of the 1970s it 
moved in a virtually freely floating fashion and in the 19S0s in a 
similar fashion but within prescribed fluctuation limits. 

Now turn to an investigation of the general properties of the 
economy described by equations (6.11) - (6.1vii) and the auxiliary 
equation (6.2). Define the vector ~(t) = (y(t) p(t} e(t}}' of 
endogenous variables and the vector ~(t) = (0 0 i*(t)}' of exogenous 
variables. The model can then be expressed in the state space form 

(6.3) ~(t) = S~(t} + Z~(t} 

where Sand Z are parameter matrices. Matrix S describes the 
internal dynamics and matrix Z shows how any exogenous events hit 
the model. More specifically, 

(6.4) S = 
r a12 a13 a141 
I a15 a16 a17 I 
L alS a19 0 J 

rO 
and Z = I 0 

Lo 

o 
o 
o 

where a12 = -aSa10[a3a9 + a1l(1 + a2a3ag}] < 0 

2 

a13 = -aS{a1 + a10[a9 + all(1 + a2 a9})} < 0 

a14 = ala8(1 + a10a11} 

a15 = -a11(1 + a2a3a9} 

a16 = -all(al + a2a9} 

a17 = alan 

> 0 

< 0 

< 0 

> 0 

o 1 
o I 
a20 J 

The Dirac delta function is defined by o(t - t} = 0, t * t, and 

(o(t - t}dt = 1 (integrating over -~ to +~), t = t. 

99 



100 

Cl18 = Cl3 Cl9 

Cl19 = Clg 

Cl20 = -1 

-1 where Clg = Cl4 

Cl10 = Cl2 + Cl6 
-1 

Cl1~ = ClS(l - Cl2 ClS) 

> 0 

> 0 

< 0 

> 0 

> 0 

> 0 

and Cl2 * ClS1 In general, many of the signs of the above parameters 
are ambiguous, but the signs displayed above are those that 
materialize for reasonable basic parameter values. 3 

To assess issues of uniqueness and stability, define 2(t) = ~(t) - ~ 

for ~(t) = (~(t), ~(t» where ö denotes a steady state value, and 
note that 

(6.S) e(t) = H(t - t)dE + e(O) 

where H(t - t) is the Heaviside unit step function. 4 Then system 
(6.3) in deviation form is 

. 
(6.6) 8(t) = sg(t) + zg(t) 

and we note that the exchange ra te is the only state variable in the 
model which is allowed to make discrete jumps. Upon Laplace 
expansion of the Jacobian, it is immediately seen that the Jacobian 

3An example of a set of reasonable basic parameter values is Cl1 = 
0.4, Cl2 = 0.2, Cl3 = 1, Cl4 = 4, ClS = 3, Cl6 = 0.3, Cl7 = 0.7 and 
Cl8 = 1. In the calculations of the present section, we will be 
referring to this particular set of parameter values when talking 
about reasonable basic parameter values. 

4 
The Heaviside unit step function is defined by H(t - t) = 0, 

t < t, and H(t - t) = 1, t ) t.Note.that dH(t - t)/dt = o.(t - t). 



does not vanish. Hence, a sufficient condition for a.locally unique 
solution is established. 

Turning to the stability issue, we focus on the characteristic 
polynomial of the Jacobian 

(6.7) 

where a21 = -(a12 + a16) > 0 

a22 = a12a16 - a13a15 - a14a18 - a17 a19 < 0 

a23 = a14(a16 a18 - a15 a19) + a17(a12 a19 a13 a18) < 0 

where ~ denotes an eigenvalue and the parameter signs follow from 
reasonable basic parameter values. Although the'first principal 
minor (a21) of the Jacobian is positive, the second principal minor 
(a21a22 - a23) does not emerge as positive for reasonable basic 
parameter values, hence violating the Routh-Hurwitz conditions (see 
Samuelson (1963)). However, since a21 = -tr(S) > 0 and a23 = 
-det(S) < 0, tr(S) < 0 and det(S) > 0, implying that the model 
dynamics are governed by one nonnegative and two negative 
eigenvalues. Thus, the two roots with negative real parts imply that 
a convergent saddle-point solution wil1 exist (locally). 

It isnatural (and necessary) to associate the unstable eigenvalue 
of our model with the jumping variable, i.e. with the exchange rate. 
In that case, after an initial jump, the paths of the state 
variables will be governed by stable proces~es with the dynamics 
determined by the two stable roots. Convergence to the steady state 
is monotonous if the two stable roots are real while the dynamics 
will be oscillatory if the roots are complex. Note that oscillatory 
convergence implies overshooting, and that the probability of 
overshooting increases with the modulus of the constant term (a23) 
of the characteristic polynomial (6.7). As it happens, reasonable 
parameter values imply the existence of three distinct, real 
eigenvalues, but numerical calculations show that overshooting is 
more likely e.g. the more sticky prices are (the smaller a5 is). 
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Having characterized the uniqueness and stabi1ity of our mode1, we 
proceed to the ana1ysis of the steady state equi1ibrium and the 
equi1ibrium paths. Without 10ss of genera1ity, we assume that the 
ori gin is the steady state of the system. Further define an 
equi1ibrium path as a set of continuous paths for y(t), p(t) and e(t) 
that converge to their steady state 1eve1s, given initia1 conditions 
outside the steady state. In steady state equi1ibrium we have from 
(6.6) ~(t) = Q, imp1ying ~ = _S-1Z~, or more specifica11y, 

(6.8) 

where (l25 

(l26 

(l27 

where (l24 

r y 1 
I - I 
I p I 
I - I LeJ 

ro 
= I 0 

I 
l 0 

o 

o 
o 

(l251 r 0 1 
I I I 

(l26 I I 0 I 
I I :* I 

(l27 J L' J 

-1 ( = -(l9 (l24 (l12 - (l3(l24 -1) - (l14(l15(l17 

-1 ( = (l9 1 - (l18(l25) 

= -(lii(l15(l25 + (l16(l26) 

-1 = (l13 - (l14(l16(l17 

> 0 

> 0 

> 0 

< 0 

where the parameter signs fo11ow from reasonab1e basic parameter va1ues. 
We may note that (6.8) imp1ies cointegration among output, prices, 
the exchange rate and the foreign interest rate - precise1y what was 
estab1ished empirica11y in the pre1iminary data ana1ysis of chapter 4. 

The comparative statics of the steady state are 

(6.9i,ii,ii1) 

The rea1 variab1e in equi1ibrium depends on1y on the (foreign) interest 
rate. An increase in the foreign interest rate wi11, given the constant 
domestic interest rate, generate expectations of a deva1uation, thus 
boosting domestic output. Likewise, the perfect foresight character 
of our mode1 imp1ies that the expectation of a deva1uation shows up 
positively in the price 1eve1 and in the exchange rate. 



The transition paths to the steady state can be characterized 
through the eigenvalues and corresponding eigenvectors of the 
mOdel. 5 Since the eigenvalues of the model are real and pairwise 
distinct (under reasonable parametrizations of the model), 

(6.10) 

where 00., i = 1,2,3, are arbitrary scalars chosen to set the , 
components of ~(t) equal to their initial steady state values and 

ai = (ali a2i a3i)' is an eigenvector associated with eigenvalue ~i· 

Furthermore, let ~1 be the unstable root, ~2 be the smaller stable 
root and ~3 be the larger stable root. Then ruling out speculative 
bubbles, i.e. confining the model trajectories to a subspace spanned 
by eigenvectors corresponding to stable eigenvalues, requires 
setting 001 = o. Satisfying this necessary condition for convergence 
implies that the eigenvalues ~2 and ~3 will dictate the behavior of 
any equilibrium path. 

Using the normalization a23 = 1, the eigenvector rays corresponding 
to the eigenvalue ~2 are 

(6.11;) 

) -1( )-1 
(6.11ii;) a12"a22 =. (~2 - 0.12 o.15~2 + 0.170.18 [0.150.19 + 

o.18(~2 - 0.16)1 {o.14 + o.13(o.15~2 + o.17o.18)x 

< 0 

[0.150.19 + o.18(~2 - o.16)]-1} < o. 

5This approach has been applied by Levin (1981) to a two equation 
system and by Calvo (1987) to a system with three equations. 
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Using the norma1ization cr33 = 1, the dominant eigenvector rays 
corresponding to the eigenva1ue ~3 are 

(6.12i) cr13/cr33 = (~3 - a12)-1{a14 + a13(a15~3 + a17 a18)x 

[a15a19 + a18(~3 - a16)l-1} > 0 

(6.12ii) cr23/cr33 = (a15~3 + a17 a18) [a15 a19 + a18(~3 - a16)]-1 < 0 

(6.12iii) cr13/cr23 = (~3 - a12)-1(a15~3 + a17 a18)-1[a15a19 + 

a18(~3 - a16)]{a14 + a13(a15~3 + a17 a18)x 

[a15 a19 + a18(~3 - a16)1-1} < o. 

Reasonab1e basic parameter va1ues give rise to the signs reported in 
(6.11i) - (6.11iii) and (6.12i) - (6.12iii), and they furthermore 

imp1y I cr12/cr22 I < I cr13/cr23 I . The e1ements of the eigenvectors are 
in any case nonzero, thus yie1ding we11 defined rays. We note that 
(6.11i) and (6.12i) shou1d be mapped in the y - e dimension, 
(6.11ii) and (6.12ii) in the p - e dimension and (6.11iii) and 
(6.12iii) in the y - p dimension. Given our assumption that ~1 is 
the unstab1e and ~3 is the 1arger stab1e eigenva1ue, it can be shown 
using (6.10) that 

(6.13i) 1im [y(t)/e(t)] = cr13/cr33 
t++~ 

(6.13ii) 1im [p(t)/e(t)] = cr23/cr33 
t++~ 

(6.13iii) 1im ry(t)/p(t)] = cr13/cr23 
t++~ 

which wi11 determine the equi1ibrium paths together with the rays 
~(t) = 0, p(t) = 0 and ~(t) = 0, the slopes of which are a12 < 0, 
a16 < 0 and 0, respective1y. It may aiso be pointed out that the 
trajectories may not cross the rays given by expressions (6.11i) -



(6.11iii) corresponding to the smaller stable eigenvalue. The motion 
of the system is portrayed in the phase diagrams in Figure 6.1. 

In Figure 6.1a the dynamics of the model are viewed in the y - e 
plane. The eigenvector ray - to which the ratio y(t)/e(t) converges 
- is positively sloped whereas the gradient for the line of 
stationarity of the exchange rate - which determines the direction 
of movement on either side of that line - coincides with the e-axis. 
If the initial conditions are as at point A, the transition path 
will necessarily behave as depicted by the arrowed curve. A 
depreciation of the exchange rate is seen to have an expansionary 
effect on output. This conventional result comes about in an equally 
conventional manner through the demand side of the model. 

Figure 6.1b portrays the equilibrium path in the price-exchange rate 
dimension. Here the dominant eigenvector ray iS'negatively sloped 
and the gradient for the line of stationarity for the exchange rate 
again coincides with the e-axis. Letting the initial conditions be 
as i n poi nt B, the arrowed trajectory traces out the effect of a 
price level rise on the exchange rate. During the transition to the 
steady state, the exchange rate is required to depreciate to 
counteract the reduction in demand. The price level rise, on the 
other hand, also reduces supply through the decrease in the real 
interest rate, but in our basic parameter constellation (see 
footnote 3 of this chapter) output demanded is more sensitive to 
changes in the real exchange rate than is output supplied to a 
change in the real rate of interest. 
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FIGURE 6.1 Equilibrium paths in a theoretical model of a small 
open economy 

FIGURE 6.1a Dynamics in output-exchange rate space 

y(t) 

FIGURE 6.1b Dynamics in price-exchange rate space 

FIGURE 6.1c Dynamics in output-price space 

. 
p(t) = 0 



In Figure 6.1c the motion of the system is depicted in the 
output-price dimension. Both the eigenvector rays and the gradient 
for the line of stationarity for prices are negatively sloped, but 
for a reasonable parametricization of the model the dominant 
eigenvector ray is more negatively sloped than the nondominant ray, 
while the stationarity line is more negatively sloped than both the 
eigenvector rays. From initial conditions, such as at point C, 
output will start to rise unambiguously, raising the price lev~l 
during the transition to'equilibrium. Such positive comovement 
between output and prices certainly enjoys empirical support, yet 
conventional Dornbuschian models tend to exhibit a negative 
relationship. The key difference in this respect would seem to be 
that in our model, output is not completely demand-determined. 
Rather, output reacts to demand and to supply. 

We now'proceed toward the empirical assessment by stating what 
restrictions our theoretical model might place on the matrix rO 
describing contemporaneous relationships in the structural VAR 
model. The rationale for focusing attention exclusively on 
contemporaneous interactions is that our theoretical model - like 
most models - does not provide guidance about lagged behavioral 
relationships; such restrictions could, in principle, be imposed 
through Bayesian methods. 

With five variables, we are free to specify up to 10 elements of the 
matrix rO in order to retain an identified model. Recalling 
equations (6.1i) through (6.1vii) and representations (6.6) and 
(6.8), we can make the following observations. In our model, as in 
many other models, it will be hard to disentangle narrowly defined 
demand and supply shocks. However, what we can do is to separate 
money market shocks from asset market and supply shocks. It is also 
possible to isolate shocks to the price leVel. Moreover, the foreign 
interest rate is exogenous (at least contemporaneously). We specify 
the Finnish exchange rate to be exogenous in the short run reflecting 
the fact that the authorities can make discretionary adjustments in 
the exchange rate at will. The Finnish exchange ra te is endogenous 
in the long runo The above considerations suggest the following set 
of contemporaneous relationships 
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(6.14i) 

(6.14ii) p(t) = Y4i*(t) + ~p(t) 

(6.14iii) m(t) = ysy(t) + Y6P(t) + Y7 i*(t) + ~m(t) 

(6.14iv) i*(t) ~i*(t) 

(6.14v) e(t) {et) 

where the ~(t)s represent structural shocks. We can interpret ~Y(t) 
as a goods market or an aggregate supply shock, where the aggregate 
supply shock comprises technology and labor supply shocks. '~P(t) can 
be interpreted as a price level shock and ~m(t) as a money market 
shock. Clearly, ~i*(t) is a shock to the foreign interest rate and 
~e(t) is a shock to the exchange rate. System (6.14i) - (6.14v) 
implies the following rO matrix 

ro Y1 0 Y2 Y31 
I 0 0 0 Y4 o I 
I I 

(6.1S) rO = I YS Y~ 0 Y7 0 I 
I I 
I ° ° I 
lo ° I -' 

which we will use in the next section to identify the structural 
shocks. When the model is augmented with one of the auxiliary 
variables, the modified matrix of contemporaneous relationships 
rg,where a = y*, p*, 9 or po, can be specified as 



YlI Y13 Y17 Y22 

Y12 Y14 Y18 Y23 

rO 0 Y15 0 Y24 

0 Y16 0 Y25 

I 0 0 Y19 0 

(6.16) ra - - - - 1 - - - - - -0 0 0 

0 0 
0 

Y20 Y21 0 0 0 

0 0 

where the notation should be read to indicate that one variable in 
turn - in the order y*, p*, g, pO - has been graf ted onto the model. 

Foreign output is hypothesized to contemporaneously influence only 
domestic output and the domestic price level (among the core 
variables). Contemporaneous feedback from domestic variables to 
foreign output is precluded. The foreign price level exhibits 
instantaneous two-way causality with the foreign interest rate, and, 
in addition, influences domestic output, prices, and money. Fiscal 
policy contemporaneously affects, and is affected by, domestic 
output and prices, and the exchange rate is specified to react to 
fiscal policy. The equation for fiscal policy can be interpreted as 
a reaction function for the fiscal authorities. The price of oil is 
exogenous, and it affects all other variables except the exchange 
rate contemporaneously. 

The model outlined above should be thought of as the basic, general 
framework within wh;ch the emp;r;cal analyses will be made .. It is 
basic since we are restricted in the empirical analyses to using 
only a very small number of variables. The model ;s general because 
our methodology calls for the imposition of only a minimum amount of 
a priori structure. Generality applies in a theoretical sense as 
well. It includes rigidities and potentially allows a role for 
policy as Keynesian models typically do. On the other hand, the 
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model has neoclassical features and displays neither long-run 
nonneutralities nor adaptive expectations formation, and it includes 
full output and price flexibility as a special case. 

6.2 Empirical Evidence 

6.2.1 Estimation Results 

In the operationalization of the output variable we are, again, 
confined to the use of (real) industrial production. The countries 
comprising the aggregate of foreign output are Belgium, France, 
Germany, Italy, Japan, the Netherlands, Sweden, the U.K. and the 
U.S. We use moving weights based on the importance of the respective 
economy for Finnish exports (see Appendix 1 for details). We use 
consumer price indices as measures of the general price level; the 
foreign price level is constructed as a weighted sum_ of foreign 
price levels as in the case of output. 

The money variable offers more material for discussion. Empirical 
business cycle research has almost invariably used (nominal) narrow 
money, i.e. M1. 6 When analyzing the Finnish economy some additional 
considerations related to credit rationing mayarise. If liquidity 
is constrained, Ml may be a fairly uninteresting variable, whereas 
the availability of credit may be more important. Our output measure 
is stronger related to firms than to the more heavily rationed 
households, but the credit rationing issue cannot be dismissed on a 
priori grounds. Therefore, we will also report analysis based on 
some indicators of the availability of credit. Such indicators are 
total credit advanced to the public and the marginal interest ra te 
on funds advanced by the central bank to commercial banks. The 
former indicator is most appropriate under conditions of widespread 

6Empirical evidence on money-income causality is mixed; see Stock & 
Watson (1989) and the references cited therein. No consensus has 
emerged, and given the importance of the question and the spirit of 
our approach, we will not exclude money from the model on a priori 
grounds. However, if money affects output, it most certainly is Ml we 
should be focusing on (see footnote 1 of this chapter). 



credit rationing, whi1e the 1atter a110ws for heterogenous credit 
conditions. These indicators wi11 furthermore ref1ect the monetary 
po1icy' stance. 

In constructing an empirical interest rate, we follow earlier 
studies by considering short-term nomina1 interest rates. The 
foreign interest rate is a weighted average of foreign short-term 
interest rates, as were the output and price level variab1es. The 
robustness of the conclusions with respect to the choice of nominal 
as opposed to real interest rates wi1l be evaluated. Simiiarly, we 
will follow the 1iterature in using the nominal rather than the real 
exchange rate, but again supplying robustness ana1ysis. 

Whi1e the construction of monetary policy variables is relatively 
unproblematic, the same cannot be said about indicators of fiscal 
policy. This is because the construction of an indicator of fiscal 
policy is inherently difficult (see the calculations presented in 
B1anchard & Watson (1986)), and because of data availability issues. 
Theoretica1 difficu1ties in constructing an index of fisca1 po1icy 
aside, we would want to consider measures such as government 
spending, government debt and various tax rates. However, month1y 
observations on these variables do not exist in the Finnish case. 
Instead, we wi11 use the (real) central government net borrowing 
requirement as a proxy for the fisca1 stance, since genuine 
rea1izations of this quantity are available for most of the samp1e 
period. Consequent1y, our conc1usions regarding the contribution of 
fisca1 po1icy to aggregate variability can be neither strong'nor 
general. 

Fina11y, the specification of the price of oi1 deserves some 
comments. Monthly observations on the price of oi1 are availab1e 
from the 1ate 1960s onwards on1y, but an import price index for 
minera1 fuels (of which oil constitutes the major component) is 
'avai1ab1e for the who1e samp1e period. Both of these measures wi1l 
be emp10yed in the empirical ana1yses. Fo110wing the important VAR 
study by Hamilton (1983), we wi1l use the nomina1 price of oi1 in 
our analyses. While a re1ative price is used in theoretical 
analyses, one may argue that it is the nominal oi1 price that tracks 
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what historically are called oil shocks. However, the robustness of 
our conclusions to the oil price operationalization and the nominal 
versus real issue will be investigated. 

Turning to estimation, we begin by analyzing how many lags are 
needed to capture the dynamics of the basic model. All variables are 
in logarithmic form, except i* which is expressed as a percentage 
and 9 which is in billions of FIM. In chapter 4 it was found that 
the variables are integrated of order one, and hence the model is 
estimated in first differences. Error correction terms are not 
included in the model at this stage of the analysis, since in 
chapter 4 they were found to carry essentia11y zero weight in a1l 
mode1 equations. In addition, we inc1ude 11 seasona1 dummy 
variables, a constant and a strike dummy for the strike in the metal 
and engineering industry in 1971M2 - 1971M3. The use of 
deterministic seasonals is based on the empirica1 resu1ts obtained 
in chapter 4, and the strike dummy is added because of a priori 
know1edge and concern about the effects of influential observations 
on inference. 

We use the 1ikelihood ratio test statistic of Sims (1980a) to test 
for system-wide significance of 1ags. Results for one to 12 1ags are 
presented in Table 6.1. As it happens, the tests for lag 1ength do 
not offer any unanimous indication of which order to use. A 10w 
order is admissib1e, but a relative1y high order may a1so be 
congruent with the attained like1ihoods (similar resu1ts were 
obtaine~ when the foreign price 1eve1 and the price of oi1 were 
added to the mode1). We choose to proceed with a lag length of order 
three, since this yields a parsimonious representation, yet al10ws 
for trending as we1l as cyc1ica1 behavior in univariate data 
generating processes (three monthly lags were a1so chosen by 
Burbidge & Harrison (1985)). The sensitivity of our conclusions with 
respect to the choice of lag length wil1 be evaluated. 



TABLE 6.1 

Tests for lag length in a VAR model for the vector Yt = (Yt Pt mt i! et)' using 
data from the period 1960M1 - 1988MB -

Lag 1 
length 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 

2 3 4 5 6 7 

0.074 0.022 0.001 
0.035 
0.004 0.024 

[01 

0.060 0.001 0.003 
0.001 0.007 0.001 

0.350 0.048 
0.022 0.001 0.183 

0.005 0.004 
0.007 0.008 0.270 

0.013 
0.004 

8 9 

0.001 [01 
0.002 0.001 
0.103 0.013 
0.079 0.023 
0.505 0.125 

0.048 
0.007 
0.003 0;064 

10 

0.001 
0.001 
0.032 
0.010 
0.113 
0.057 
0.242 

11 12 

The test is the likelihood ratio test statistic of Sims (1980a). The upper half of the 
Table reports marginal significance levels using a degrees of freedom correction, and 
the lower half concerns testing without a degrees of freedom correction. [0] indicates 
that values smaller than 0.0005 were obtained. In additiDn to the components of Yt, the 

model includes a constant, 11 seasonal dummy variables and a strike dummy taking the 
value 1 in 1971M2 - 1971M3 and 0 otherwise. 

To determine whether any one of the auxi1iary variab1es be10ngs in 
the mode1, we make use of mu1tivariate Granger-Sims causa1ity tests. 
These tests have as their nu11 hypothesis that the lags of one 
variab1e do not enter into the equations of the remaining variab1es. 
Whi1e we recognize that causa1ity testing is treacherous, the 
current tests neverthe1ess offer a forma1 and objective way to test 
for the significance of augmentations to the basic mode1. 

Granger-Sims tests are computed using the fu11 samp1e as we11 as for 
the three subperiods. As a matter of sensitivity ana1ysis, tests 
using a1ternative measures for the money variab1e, the exchange rate 
and the price of oi1 wi11 be reported as we11. The (nomina1) money 
variab1e is a1ternative1y operationa1ized as Ml and tota1 credit 
advanced to the pub1ic c, the exchange rate as the nomina1 exchange 
rate e and the rea1 exchange rate er , and the (nomina1) price of oi1 
as the price of oi1 pOl and the import energy price index p02. 
Causa1ity tests are performed for each of the components of the 
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basic mode1 as we11 as for the auxi1iary variab1es. This serves to 
high1ight the individua1 ro1e of variab1es when different 
configurations of the tota1 set of variab1es are used. The empirica1 
evidence is presented in Tab1e 6.2. 

TABLE 6.2 

Multivariate causality tests 

Time period y 

1960M1 - 1988M8 0.834 
1960M1 - 1972M12 0.733 
1973M1 - 1988M8 0.694 
1980M1 - 1988M8 0.088 

1960M1 - 1988M8 0.981 
1960M1 - 1972M12 0.624 
1973M1 - 1980MB 0.696 
1980M1 - 1988M8 0.097 

1960M1 - 1988M8 0.924 
1960M1 - 1972M12 0.777 
1973M1 - 1988M8 0.633 
1980Ml - 1988M8 0.084 

1960M1 - 1988M8 0.996 
1960M1 - 1972M12 0.677 
1973~11 - 1988M8 0.663 
1980M1 - 1988M8 0.106 

p 

0.190 
0.913 
0.271 
0.271 

0.334 
0.985 
0.172 
0.044 

0.038 
0.883 
0.086 
0.141 

0.143 
0.974 
0.101 
0.031 

m/c 

m 
0.666 
0.460 
0.360 
0.808 

c 
0.173 
0.000 
0.600 
0.735 

m 
0.690 
0.541 
0.236 
0.790 

c 
0.250 
0.000 
0.651 
0.703 

i* 

0.039 
0.763 
0.007 
0.152 

0.138 
0.965 
0.015 
0.981 

0.056 
0.862 
0.027 
0.139 

0.175 
0.984 
0.059 
0.064 

e/er 

e 
0.238 
0.002 
0.157 
0.070 

e 
0.253 
0.004 
0.126 
0.024 

er 
0.019 
0.002 
0.023 
0.015 

er 
0.022 
0.004 
0.012 
0.001 

0.145 
0.567 
0.076 
0.487 

0.107 
0.939 
0.125 
0.419 

0.140 
0.569 
0.199 
0.538 

0.093 
0.951 
0.173 
0.346 

p* 

0.002 
0.930 
0.001 
0.078 

0.004 
0.909 
0.001 
0.085 

0.010 
0.935 
0.001 
0.194 

0.017 
0.904 
0.001 
0.181 

9 

n.a. 
n.a. 
0.070 
0.261 

n.a. 
n.a. 
0.270 
0.775 

n.a. 
n.a. 
0.059 
0.165 

n.a. 
n.a. 
0.249 
0.591 

n.a. 
n.a. 
0.334 
0.942 

n.a. 
n.a. 
0.342 
0.941 

n.a. 
n.a. 
0.376 
0.945 

n.a. 
n.a. 
0.369 
0.952 

0.264 
0.001 
0.525 
0.938 

0.396 
0.049 
0.478 
0.988 

0.252 
0.005 
0.541 
0.947 

0.392 
0.038 
0.457 
0.989 

Marginal significance levels far multivariate Granger-Sims causality tests are reported. Tests to 
the left of the vertical line refer to one variable conditional on the remaining four variables 
to the left of the vertical line. Tests ta the right of the vertical line refer ta one variable 
conditional on the five variables to the left of the vertical line. All models include a 
constant, 11 seasonal dummy variables and, where appropriate, a strike dummY taking the value 1 
in 1971M2 - 1971M3 and 0 otherwise. 

For the fu11 samp1e, the fo11owing resu1ts emerge. Of the auxi1iary 
variab1es, on1y the foreign price 1eve1 p* seems to be statistically 
significant. In fact, the importance of this variab1e receives 
strong support from the data. As expected in view of the resu1ts of 
chapter 5, foreign output y* p1ays a statistica11y minor ro1e. On1y 
in the conste11ation with the rea1 exchange rate er can the nul1 
hypothesis of no influence be rejected at the 10 per cent 1eve1. 
Perhaps somewhat surprising1y, the price of oi1 does not turn out to 
be statistica11y important. This conc1usion a1so holds for the rea1 
import energy price, but because of data avai1abi1ity, the genuine 
price of oi1 variables could not be employed in these analyses. Al1 
resu1ts for the auxiliary variables are robust to the operationalization 
of the money and exchange rate variab1es. 



With respect to the core variables, results differ according to the 
specification of the money and exchange rate variables. 1n our basic 
empirical counterpart, only the foreign interest rate i* is 
exogenous. This is a plausible result, and it is in fact the only 
exogeneity result one should expect for this set of variables. Using 
credit as the money variable has the effect of making the foreign 
interest rate an endogenous variable, and using the real exchange 
rate renders the domestic price level an exogenous variable. Neither 
of these results make ecqnomic sense in the current setting. Hence, 
we interpret the results for the full sample to indicate that 
subsequent analysis of the full sample should be primarily conducted 
with the basic model operationalization augmented with foreign 
prices. 

Turning to subsample results, the following picture emerges. On the 
whol e,' resul ts differ from full-sample resul ts. 'Concl usions regardi ng 
auxiliary variables are now robust to the operationalization of the 
money and exchange rate variables only at the five per cent level of 
significance; some sensitivity is encountered if the 10 per cent 
norm is used. Results for the core variables again differ when 
alternative operationalizations of these variables are employed. 

During the Bretton Woods era, the price of import energy is found to 
play a statistically significant role (the same holds for the real 
version of this variable). While this result may at first glance 
seem unexpected, corresponding results from other subperiods - on 
which we will elaborate below - may offer an explanation for this 
finding. Among the core variables, the exchange rate is clearly 
significant; the exogeneity of this variable reflects its use as a 
policy variable and its corresponding discrete movements. This 
observation holds whether one focuses on the nominal or on the real 
exchange rate. 

Lastly, and not very surprisingly, the credit variable turns out to 
be the most relevant monetary variable during the 1960s and early 
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1970s.7 While constituting somewhat crude evidence, this finding 
points to the prevalence of fairly extensive credit rationing in 
Finland during the 1960s and early 1970s. It is, moreover, in 
accordance with casual observation and the sparse empirical evidence 
that exists on this matter. Hence, we will operationalize the money 
variable as total credit advanced to the public in subsequent 
analyses of the Bretton Woods period, augmenting the basic model 
with the price of oil in these analyses. 

Ouring the post-Bretton Woods period only the foreign price level 
appears to be a statistically important auxiliary variable (at the 
five per cent level). However, judging by the 10 per cent norm, 
foreign output and the fiscal stance (in fact, also the domestic 
interest rate) play significant roles when the money variable is 
operationalized as Ml. None of the four operationalizations of the 
price of oil appears to belong to the model even at the 30 per cent 
level of significance. These conclusions are robust to the 
operationalization of the money and exchange rate variables. 

The different results across subperiods for the significance of the 
price of oil may be a consequence of the differing importance over 
time of the trade with COMECON countries (mainly the Soviet Union). 
The bilateral trade agreements require that the bilateral trade 
balance is basically zero, and since the main import item from the 
Soviet Union is oil, movements in the price of oil are"intrinsically 
linked to trade developments. Specifically, when the price of oil 
rises, Finnish exports to the Soviet Union can rise, and conversely 
when the price of oil falls. Thus, a rise in the price of oil is in 
one sense "beneficial" for the Finnish economy. Moreover, trade with 

7Treating credit as an auxiliary variable and keeping narrow money 
in the basic configuration yields the same conclusion; this measure 
of monetary policy is significant during the 1960s and the early 
1970s. Conversely, treating narrow money as an auxiliary variable 
confirms the endogeneity of that variable. The marginal interest 
rate on funds advanced by the central bank to commercial banks 
(expressed as a percentage) did not belong to the model whether 
substituting for the foreign interest rate or treated as an 
auxiliary variable. These results are robust to the 
operationalization of the exchange rate and the price of oil. 



eastern countries has been countercyclical to trade with western 
countries during the 1970s and 1980s, thus smoothing output 
fluctuations (see Forsman & Haaparanta (1988) for further 
theoretical and empirical arguments in favor of this view). As 
Finnish trade with COMECON countries was modest during the first 
subsample and of considerable importance during the second 
subsample, the nonsignificance of the price of oil may have a 
plausible economic explanation.8 

Among the core variables, the foreign interest rate stands out as 
the most important variable. The real, as opposed to-nominal, 
exchange rate is also of statistical importance during the latter 
part of the 1970s and most of the 1980s. However, the use of the 
real exchange rate again tends to render the domestic price level 
exogenous. Credit is of negligible statistical importance during the 
post-Bretton Woods period. We emerge from the analysis of the 
1973M1 - 1988M8 period with the conclusions that the basic 
parametrization should be favored but augmented with foreign prices. 
However, sensitivity ·analysis with respect to the importance of 
foreign output, the fiscal stance (and the domestic interest rate) 
and the operationalization of the exchange rate also seem warranted. 
Given the possi.ble economic, as opposed to statistical, significance 
of the price of oil, different operationalizations of the oil price 
variable will also be considered. 

The results for the third subperiod 1980M1 - 1988M8 should be 
interpreted with care because of the relatively small number of 
observations. Among the auxiliary variables, the foreign price level 
again stands out as being statistically significant; among the core 
variables support for the importance of the exchange rate is 

8The insignificance of the price of oil has also been documented by 
Viren (1986) in a regression analysis of the period 1970 - 1983. The 
importance of the bilateral trade agreement for the issue at hand 
has been documented by Lehtinen(1988) through simulations of the 
Bank of Finland quarterly model. Both authors find a structural 
break after the first oil price shock, while none is found by the 
former author and some signs are found by the latter author in 
connection with the second oil price shock. 
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obtained. The unusually stable Finnish developments in output during 
the 19805 show up in an almost exogenous output characterization. On· 
the whole, however, results are lacking in uniformity, which 
together with sample size considerations leads us to favor the use 
of the basic operationalization of the model primarily without 
augmenting variables in subsequent analyses. 

As asummary of the conclusions from the tests for auxiliary 
variables. and different operationalizations of variables, we 
recapitulate the basic variable vectors that will primarily be used 
in the subsequent analyses. The vectors for different samples are: 
1960M1 - 1988M8; y = (y p m i* e p*)', 1960Ml - 1972M12; 
y = (y p c i* e pÖ2) , , 1973M1 - 1988M8; y = (y p m i* e p*)', and 
1980M1 - 1988M8; y = (y p m i* elI (all vectors and their components 

~ 

refer to contemporaneous values). 

In order to estimate the contemporaneous relationships (6.15) 
augmented with foreign prices according to (6.16), we first need to 
estimate the model in unconstrained form. Moreover, the 
unconstrained estimates may yield insights into the main channels of 
dynamics of the model, into issues of long-run neutralities and into 
the sensitivity of results with respect to the specification of 
contemporaneous relationships. Equationwise OLS estimates of the 

model ba5ed on the vector ~t = (Yt Pt mt i t et Pt)' using data from 
the period 1960M1 - 1988M8 are presented in Table 6.3. 

'The parameter estimates are functions of the structural parameters, 
thus rendering interpretation of reduced form parameters impossible. 
We can, however, focus on the location of significant explanatory 
power in the. model. Some care should be exercised in interpreting 
tests of significance since the estimated residuals are nonnormally 
distributed and in some cases temporally dependent, and parameter 
constancy can be rejected in some of the model equations. 



TABLE 6.3 

Estimation results for a VAR model for the vector ~t = (Yt Pt mt 
ii et pi) I using data from the period 1960M1 - 1988M8 

Regressors/ Regressands 
Statistics 

Yt Pt mt "* et p* 't t 

Y -1.06 -0.008 -0.036 0'.002 0.001 -0.007 
(-8.12) (-0.56) (-0.40) (0.15) (0.02) (-0.93) 

P -0.744 0.305 0.027 -0.077 0.103 0.181 
( -0.96) (3.56) (0.05) (-1.02) (0.51) (3.83) 

m -0.130 0.019 -0.542 -0.015 -0.013 0.291 
(-0.68) (0.90) (-4.14) (-0.79) (-0.27) (2.50) 

i* 0.350 0.178 0.251 0.270 -0.281 0.130 
(0.41) ( 1.86) (0.42) (3.21) (-1.24 ) (2.46) 

e -0.284 0.096 0.010 0.009 0.191 0.011 
(-0.94) (2.86) (0.05) (0.30) (2.40) (0.58) 

p* 0.211 0.579 0.465 0.093 -0.250 0.543 
(0.19) (4.62) (0.60) (0.85) (-0.84) (7.85) 

R2 0.933 0.294 0.431 0.090 0.101 0.473 
Q 0.000 0.305 0.000 0.005 0.999 0.029 
JB 0.000 0.000 0.000 0.000 0.000 0.000 
CHOW{1973M1) 0.000 0.003 0.115 0.188 0.941 0.001 
CHOW(1980Ml) 0.777 0.308 0.002 0.059 0.981 0.762 

r;,Y r -0.021 0.005 0.155 -0.010 -0.024 l 
r;,P I -0.032 -0.027 -0.019 0.151 I 

Qr;, = r;,~*1 -0.081 0.083 0.086 I 
r;,' I -0.062 0.006 I 
r;,e l 
r;,P* 

0.005 J 
The model is estimated by equation-by-equation unconstrained OLS from 
first-differenced data. In addition to the six elements of ~t, the 
model includes a constant, 11 seasonal dummy variables and a strike 
dummy taking the value 1 in 1971M2 - 1971M3 and 0 otherwise. Estimation 
results for the deterministic components have been suppressed. 
Estimates on the rows for y, p, m, i*, e and p* are the sums of the 
estimated coefficients on lags 1 through 3 of a variable, and below 
each sum a t statistic for a test that the sum is 0 is given. R2 is 
the degrees-of-freedom-corrected squared multiple correlation 
coefficient. Q is the Ljung & Box (1978) statistic based on six 
autocorrelations and JB is the Jarque & Bera (1980) statistic. CHOW(.) 
is the Chow test with the date of the supposed structural break given 
in parentheses. Marginal significance levels are reported for Q. JB and 
CHOW. Qr;, denotes the correlation matrix of estimated residuals. Twice 
the asymptotic standard error of the residual correlations is 0.108. 
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From Table 6.3 ;t ;s apparent that own-var;able lags typ;cally 
account for the bulk of the explanatory power. Th;s holds ;n 
part;cular for m, ;* and e. In the equat;on for y, some ;nd;v;dual 
coeff;c;ents on the var;ables p and p* appear to be stat;st;cally 
s;gn;f;cant (est;mates not shown), but the temporal dependency and 
nonnormal;ty of the est;mated disturbances imply a caveat to these 
findings. As the sums of coeff;cients for the nominal variables in 
the equation of the real variable appear to be statistically 
;nd;st;nguishable from zero, we have an indication of the long-run 
neutrality of these nominal variables. It ;s premature to state this 
result as a conclusion, however, since we are here relying on 
astructural representations, possibly ineff;cient test statistics 
and only one variant of the basic model. The next sections present 
more careful analyses of these matters. 

We f;nd substant;al dynamic interactions between the price, money, 
interest ra te and exchange rate variables. The s;gnificance of the 
sums of coefficients of e and p* in the equation for p suggests that 
movements in the exchange rate and the foreign price level can cause 
permanent shifts in the domestic price level. Nonzero sums of 
own-variable lags give r·ise to the possibi1ity of permanence in the 
effects of own-variable disturbances as well. The caveats mentioned 
above to conclusions regarding nonneutrality should, however, be 
borne in mind. Heteroskedasticity is not a problem judging by 
heteroskedasticity-consistent t values (White (1980); estimates not 
shown) • 

Stab;lity can be rejected according to Chow tests in four or five of 
the six model equations. The most obvious rejection occurs in the 
equation for output when the structure is hypothetized to have 
changed in 1973. Strong rejections of the stability of the equations 
determining foreign and domestic prices with respect to the breaking 
point 1973 can also be documented. When the breaking point is in 
1980, stability can be rejected in the equation for money, while 
stability is rejected in the equation for the foreign interest rate 
at a marginal significance level of 0.059. Given that slightly 
different models were found to be adequate across subsamples, the 
rejections of stability are natural, but it remains an empirical 



matter how much impulse responses and decompositions of variance 
differ across subsamples. 

Finally, we note that the correlation matrix of estimated 
disturbances is nondiagonal'even though monthly data are used. Two of 
the 15 unique off-diagonal elements differ from zero at the 1 per 
cent level of significance. The disturbances from the output and 
foreign interest rate equations as well as the domestic and foreign 
price disturbances are, respectively, mildly positively correlated 
(these findings are robust to the inclusion of an oil price 
variable). While being enough to blur the interpretation of impulse 
responses, decompositions of variance etc. from astructural VAR 
models, the relatively low number of significant off-diagonal 
elements and the low absolute size of these elements may, however, 
mitigate the problem in a certain sense. One could conjecture that 
impulse responses and decompositions of variance will not be overly 
sensitive to the specification of contemporaneous relationships. The 
accuracy of this conjecture will be documented below. 

6.2.2 Analysis of Structural Shocks 

To obtain estimates of structural shocks, we need to estimate the 
elements of the matrix of contemporaneous relationships rO. If the 
matrix n~ of estimated reduced form disturbances was diagonal, we 
could estimate the elements of rO simply by applying OLS to 
individual model equations with unlagged variables included. When, 
as in the current case, n~ is nondiagonal, we can obtain estimates 
of rO and ns by solving the likelihood-based problem 

Assuming that ns is diagonai, the first-order (necessary) conditions 
are quadratic, and the Newton-Raphson method can be employed to 
solve for the elements of rO and ns. Estimates of rO for the 
augmented model us;ng the full sample are displayed in Table 6.4 
(for further reference, the table also contains estimates based on 
alternative specifications). 
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TABLE 6.4 

Contemporaneous structural relationships in VAR models addressing 
nonstationarity in different ways using data from the period 
1960M1 - 1988MB 

Model vari abl es Matrix of contemporaneous relationships 

Model estimated in first differences 

Yt 

Pt 
mt 

y = "* ~t 't 

et 
p* t 

o 
o 

-0.116 0 

o 0 

0.013 -0.297 0 
r = o 0 

o 
o 

o o 

Model estimated in levels 

Yt 

Pt 
mt 

y = "* _t 't 

et 
p* 

t 

o 
o 

0.017 0 

o o 
0.013 -0.172 0 

o 
o 

o 

o o 

Model estimated in error correction form 

Yt 

Pt 
mt 

lt = ii 
et 

pi 

o 
o 

0.075 0 

o o 
0.154 -0.241 0 

ro = 0 

o 
o 

o o 

1.59 -0.001 -0.367 

-0.032 0 0.273 

-0.605 0 

o o 
1.06 

0.009 

o 
o 

1.46 0.096 -0.180 

-0.015 0 

-0.632 0 

o o 

0.234 

1.03 

0.050 

o 
o 

1.40 0.083 -0.300 

-0.011 0 

-0.659 0 

o o 

0.190 

0.888 

0.049 

o 
o 

In addition to the components of lt, the models include a constant, 
11 seasonal dummy variables and a strike dummy taking the value 1 in 
1971M2 - 1971M3 and 0 otherwise. 



Inspection of the first estimate in Table 6.4 af the matrix of 
contemporaneous relationships in our augmented model reveals the 
following features. At the monthly level, output has historically 
reacted slightly negatively to changes in the domestic price level, 
and somewhat more negatively to changes in the foreign price level. 
In one interpretation, inflation has, on average, been harmful to 
real output developments in the short runo The dependence of output 
on the foreign interest ra te is positive, while the contemporaneous 
impact of a change in the exchange rate is negligible. The former 
result suggests that historically output has been high in Finland 
when the interest rate has been high in the rest of the world. The 
nonsensitivity of output to within-month changes in the exchange 
rate may reflect adjustment lags or forward looking behavior by 
firms relying on the devaluation cycle, or both. 

The domestic price level is contemporaneously positively related to 
foreign prices. This highlights the openness of the Finnish economy 
and the crucial, even contemporaneous, dependence of domestic 
variability on foreign variability. The contemporaneous dependence 
of the domestic price level on the foreign interest rate is 
practically nonexistent (this also holds for the domestic price 
level versus the domestic interest rate). The contemporaneous 
connection between the foreign interest rate and the foreign price 
level is positive albeit practically nonexistent. 

Money reacts positively (albeit weakly) to income, negatively to the 
interest rate and in a roughly one-to-one fashion to the (foreign) 
price level. Oddly enough, the contemporaneous' reaction of money to 
the domestic price level is estimated to b~ slightly negative. The 
weak contemporaneous connection between money and income may be a 
consequence of the credit rationing prevalent during most of the 
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sample period. 9 The empirical findings are-congruent with the 
theoretical model spelled out in section 6.1 (see expressions (6.9) 
and Figure 6.1). However, since we have not computed standard errors
for the estimates of the elements of rO, the importance of sampling 
variability remains unknown. 

Empirical evidence on structural shocks as identified by our model 
during the full-sample period is presented in Table 6.5. The 
estimated large structural shocks are plotted against time in Figure 
6.2. All shocks are zero mean entities in the first moment sense, 
but their variances differ considerably. Domestic goods market and 
aggregate supply shocks are by far the largest whereas money shocks 
qualify for second place. In a system augmented with foreign output, 
domestic goods market and aggregate supply shocks still come in 
first, but their variance is down by one fifth. Domestic price 
shocks are larger than foreign price shocks by a factor of three. 
Foreign interest rate shocks display very little variability; 
domestic interest rate/monetary policy shocks were found to be six 
times as volatile as their foreign counterparts when the model was 
augmented with i. 

9The estimates of contemporaneous relationships are remarkably 
robust to alternative operationalizations and augmentations. The 
only substantialexception is the relation between output and 
foreign prices. The foreign price variable emerges with a sizeable 
positive coefficient if the model is augmented with foreign output or 
if stochastic seasonal filtering is used, and with a small and 
positive coefficient if six instead of three lags are used. Structural 
estimates based on a recursive design matrix turned out to be 
implausibly small, on the whole, in modulus. The importance of these 
findings will be examined as the analysis proceeds. Estimates of the 
variances of the structural shocks remain virtually unchanged under 
alterations in the model. . 



TABLE 5.5 

Analysis of structural innovations in the vector ~t = (Yt Pt mt 
it et p!)' as identified using high frequency restrictions during 

the peri od 1960lU - 1988MB 

Innovation 
Statistic 

3 Mean x 10 3 
Vari ance x 10 
Skewness 
Kurtosis 
Autocorrelation 1 

2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 

f.y f.P f.m f.i* f.P* 

0.000 0.000 0.000 0.000 0.000 0.000 
1.82 0.022 0.873 0.018 0.128 0.007 

-0.723*** 0.570*** 0.726*** 0.524*** 9.85*** 0.791*** 
5.51*** 5.50*** 3.24*** 5.25*** 1.33*** 1.73*** 
0.021 -0.011 0.002 -0.007 0.007 -0.035 

-0.009 ~0.040 -0.016 0.000 -0.010 -0.061 
-0.057 -0.024 -0.049 -0.032 -0.027 -0.114** 
-0.155***-0.009 -0.070 0.122** 0.034 0.012 
-0.094* 0.081 .-0.056 0.098* -0.020 -0.040 
-0.045 0.054 0.025 0.115** 0.015 0.108** 
-0.099* 0.012 -0.132** -0.033. -0.007 0.059 
-0.105* -0.028 0.051 -0.004 -0.011 0.212*** 
-0.004 0.038 0.024 0.029 -0.043 -0.093* 
0.013 -0.051 -0.007 -0.055 0.032 0.085 

-0.040 0.089 0.032 0.158*** 0.024 0.043 
0.570*** 0.071 0.209***-0.027 -0.085 0.019 

Significant positive 1950M7 1953M9 1973M4 1954Mll 1957MlO 1961M6 
shock 1961M7 1954Ml 1973M12 1973Ml 1977M4 1952M4 

1964M7 1967M4 1974M12 1973M2 1978MZ 1969M6 
1970M7 . 1958M1 1975M12 1973M7 1982M10 1970M7 
1971M4 1971M6 1979H6 1973Mll 1970M12 
1971M5 1973M7 198H13 1973M12 1971M12 
1975MB 1974H2 1983M5 1974Ml 19731# 
1977MB 1974M7 1987M3 1974M3 1974M10 
1978MB 1975Ml 1988M6 1980M3 1975M5 

1976M7 1980M11 1975MB 
1983M5 1981M5 1979M7 

1985MZ 1980Ml 
1980M9 

Significant negative 1971MZ 1967Ml 1960M12 1970MZ 1973Mll 1952MB 
shock 1971M3 1959M3 1962M6 1971M8 1953M7 

1975M7 1972Ml 1977M12 1973M10 1964HZ 
1976M7 1983M12 1974MZ 1969MS 
1977M3 1986MB 1974M4 
1977M7 1986Hl2 1975Ml 
1978M7 1987M12 1976Mll 
1979M7 1980MS 

1981Mll 
1982M5 

Structural impul ses are estimated from a fi rst-differenced VAR model 
comprising the elements of lt, a constant, 11 seasonal dummy variables 
and a strike dummY taking the value 1 in 1971M2 - 1971M3 and 0 
otherwise. The model is estimated by equation-by-equation OLS using 
restrictions reported in Table 6.4. Significant values at the 10, 5 
and 1 per cent level of significance are indicated by *, ** and ***, 
respectively. Listed shocks exceed the two standard error limit (the 
dummY variable strike dates are listed as significant negative shocks). 
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FIGURE 6.2 Plot of large structural innovations in the vector 
~t = (Yt Pt mt ii et pi)' as identified using high 

s.d. 

~p 

~p* 

frequency restrictions during the period 1960M1 -
1988M8 
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With reference to the optimal exchange rate regime literature (see 
Boyer (1978) and the surveys by Edison (1987) and Mathieson (1988)), 
the stylized facts about the structural shocks may be utilized in a 
discussion of the Finnish exchange rate arrangement. According to 
this literature, the degree of exchange rate flexibility is a 
function of the relative occurrence of real and nominal shocks. The 
more prevalent real shocks the more desirable a fixed exchange rate, 
and the more prevalent nominal shocks the more desirable a flexible 
exchange rate. Since neither real nor nominal shocks clearly seem 
to have dominated in terms of average frequency or size, neither a 
completely fixed nor a freely floating exchange rate would seem to 
be an optimal choice against this background. 

All structural shocks have nonnormal distributions. The shocks ~y 

are skewed to the left and other shocks are skewed to the right. 
Moreover, the shocks ~p* are platycurtic, the other shocks being 
leptocurtic. These findings are suggestive of the view that a 
portion of the structural shocks are sizeable and systematically of 
one signe This conclusion.has also been reached by Blanchard & 
Watson (1986) in their study of the U.S. economy. The structural 



shocks furthermore appear to contain temporal dependencies of a 
complicated nature; the first two autocorrelations of the shocks are 
of negligible size but other autocorrelations sometimes modestly 
exceed conventional standard error limits. Some autocorrelation at 
the seasonal lag is left in the equations for output and money. 

Turning to individual estimated structural shocks we find that only 
a very small portion of the shocks can be classified as being large. 
Occasional large shocks are documented, however. When it comes to 
the sign of the large shocks one may note that price and exchange 
rate shocks have been predominantly positive. Given the difference 
in variance between domestic and foreign price shocks, this implies 
that historically domestic price shocks have constituted a major 
source of inflationary pressure on the Finnish economY. 

Rather than to try to elaborate on the connection of each of the 91 
estimated large structural shocks with historically exceptional 
events, we will draw attention to the temporal allocation of these 
shocks. During the sample period, one can distinguish some 
predominantly calm and some predominantly turbulent subperiods. With 
respect to the real variable, the 1960s andthe 1980s emerge as 
relatively calm, whereas the years 1970 - 1971 and 1975 - 1979 were 
turbulent times. Domestic price shocks were largest in 1~73 - 1974, 
and the major foreign inflationary impulses occurred mainly during 
the 1970s. Foreign interest rate shocks cluster around the years of 
the oil shocks. On the whole, the 1960s and the 1980s emerge as 
considerably calmer decades than the 1970s. The period 1973M1 -
1975M5 stands out as being particularly turbulent. These findings 
support the view that observed business cycles are not alike (cf. 
Blanchard & Watson (1986)). 

One should also bear in mind that clusters might be symptomatic of 
changes jn policy rules or other structural relationships pertinent 
to the workings of the economy (see footnote 6 of chapter 3). Of 
course, whether large economic shocks caused policy rules or other 
structural relationships to change or whether it was the other way 
around cannot be inferred from the mere occurrence of clusters. Our 
choice of Bretton Woods and post-Bretton Woods subperiods roughly 
corresponds to the implied periods of structural shifts. 
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6.2.3 Long-run Impact of Structural Shocks 

We document impacts of structural shocks through cumulative impulse 
responses and long-run decompositions of variance. One standard 
error shocks are employed, and cumulative impulse responses are in 
terms of fractions of standard deviations. Decompositions of 
variance are displayed as percentage points. The long run is 
approximated as a 60-month horizon, since practically all computed 
statistics converged by then (exceptions are commented upon). 
Unfortunately, evaluation of the accuracy of cumulative impulse 
responses and decompositions of varianceestimated from our 
structural VAR model is a nontrivial task, to say the least, and we 
are not able to report confidence bounds for these statistics. 
Evidence presented by Geweke (1984), Runkle (1987), Diebold & 
Rudebush (1989) and LUtkepohl & Reimers{1989a,b) unanimously 
suggests that the uncertainty associated with statistics like ours 
may be considerable. 

When dealing specifically with the long-run properties of an 
economic system, special attention should be paid to what possible 
long-run constraints one is, or should be, imposing - explicitly or 
implicitly - on the estimated model (see section 4.2 of chapter 4). 
We will deal with the issue of long-run equilibrium relationships by 
reporting not only estimates based on the basic differenced 
specification but also estimates based on the model in levels and 
the model in differences augmented with error correction Clevel) 
terms. In the preliminary data analysis of chapter 4 the error 
correction terms were found to enter the model with essentially zero 
weights, however. It remains an empirical matter whether issues of 
cointegration are important or not for the conclusions. Empirical 
evidence on the long-run effects of structural shocks in the model 
for the full sample is summarized in Table 6.6. 
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TABLE 6.6 

Long-run characteristics of VAR models for the vector ~t = (yt Pt mt· 
i:t et p~) I using data from the period 1960M1 - 1988MB 

Statistic Variable lnnovation in 
y P m 1" e p" 

Model estimated in first di-fferences 

Cumulative y 0.483 -0.158 -0.011 0.014 0.009 -0.24.2 
i mpul se p -0.084 2.09 0.014 -0.136 .0.023 1.47 
response to a m -0.041 0.424 0.664 -0.087 -0.049 0.746 
one standard i* 0.085 0.677 0.006 1.37 -0.217 1.06 
error e -0.070 0.729 0.026 0.002 1.22 0.686 
i nnovati on p* -0.064 1.90 0.162 0.044 --0.177 3.69 

Percentage of y 89.0 2.94 1.10 2.67 0.328' 3.94 
the expected p 0.481 76.5 0.781 3.59 3.52 15.1 
long-run m 1.79 0.947 92.6 2.91 0.940 0.846 
squared i* 0.119 0.679 1.19 97.0 0.648 0.382 
prediction e 0.504 0.611 0.108 1.05 97.0 0.680 
error p* 0.389 7.46 2 •. ~2 ~·97 1.58 :83.9 

,Model estimated 10 levels 

Long-run y 0.152 1.23 0.394 0.163 0.167 1.90 
impul se p 0.123 0.668 0.186 0.154 0.235 0.902 
response to a m -0.033 1.09 0.130 -0.093 -0.016 1.42 
one standard i* -0.030 0.589 ;.0.004 O.02? 0.001 1.12 
error e 0.189 1.92 0.556 0.259 9·183 3.25 
i nnovation p* -0.045 ,0.023 -0.027 -0.080 -0.062 0.188 

Percentage of y 52.7 4.63 0.771 0.993 39.6 1.22 
the expected p 9.40 15.5 30.9 16.2 26.3 1.67 
long-run m 21.2 2.02 36.2 . 0.345 39.8 0.468 
squared i* 2.41 1.71 0.739 }3.,1 20.5 .1.53 
prediction e 13.0 io.o 4.91 1.75 69.3 1.02 
error p* 9.44 1.96 22.6 21.0 37.3 7.77 

Model estimated in error correction form 

Cumul ative y 0.524 -0.083 -0.037 0.018 -0.087 -0.074 
impul se p -0.028 1.39 -0.017 -0.030 0.110 0.312 
response to a m -0.057 -0.025 0.640 -0.128 0.104 -0.007 
one standard i* 0.067 0.178 -0.063 1.42 -0.067 0.104 
error e -0.116 0.677 -0.019 -0.048 1.33 0.338 
innovation p* 0.007 0.423 0.012 0.264 0.090 1.31 

Percentage of y 88.8 2.89 1.02 2.47 0.975 3.83 
the expected p 0.562 86.0 0.421 2.81 7.72 2.47 
loog-run m 2.18 0.900 92.4 2.77 0.975 0.720 
squared i* 0.092 0.422 1.29 96.2 0.712 1.32 
prediction e 1.09 0.847 0.538 0.353 96.8 0.404 
error p* 0.438 1.77 0.562 0.719 1.54 95.0 

ln addition to the variables in ~t, the models comprise a constant, 
11 seasonal dummy variables and a strike dummy taking the value 1 in 
1971M2 - 1971M3 and 0 otherwise. The models are estimated by 
equat1on-by-equation OLS using the restrictions reported in Table 
6.4. ln all calculations. the long-run refers to a horizon of 60 
months. Numbers across predict10n error rows may not sum to 100.000 
due to round1ng errors. 
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The fo110wing considerations cou1d be borne in mind when interpreting 
own-shock responses. A cumu1ative (or 10ng-run) impu1se response of' 
zero imp1ies that the effect of a shock is transitory. If the 
response is one, the effect of the shock is permanent and ref1ects 
the shock in a one-to-one fashion. If the response exceeds one, the 
response imp1ies eventua1 overshooting. Since a considerab1e degree 
of uncertainty may be associated with the estimates, we wi11 on1y 
refer to responses exceeding 0.400 in modu1us as significant 
deviations from zero. Likewise, we wi11 on1y consider decompositions 
of variance in excess of 10.0 per cent as important. Even more 
stringent ru1es of thumb shou1d presumab1y be used when shorter 
samp1es are ana1yzed. It shou1d be emphasized that the choice of the 
aforementioned va1ues is entire1y arbitrary, but one emerges from 
the study by Runk1e (1987) with the fee1ing that these va1ues may be 
too low if anything. 

First consider the estimates based on the mode1 in first 
differences. The cumu1ative 10ng-run response of the rea1 variab1e 
to shocks in nomina1 variab1es support the notion of neutrality, or, 
to put it slight1y different1y, no convincing signs of nonneutra1ity 
are found. In particu1ar, the response of output to money, interest 
rate and exchange rate shocks is convincing1y c10se to zero (money 
is superneutra1). The impact of price shocks is, if anything, 
slight1y negative, but it seems high1y un1ike1y that the responses 
differ significant1y from zero. With regard to the responses of 
nomina1 variab1es, price shocks - domestic and foreign - generate 
substantia1 responses in a11 (nomina1) variab1es. The u1timate 
impact on the domestic price 1eve1 of an unforeseen movement in the 
foreign price 1eve1 is considerab1e. Domestic and foreign price 
deve10pments are a1so to a considerab1e extent ref1ected in the 
exchange rate in the long runo Money reacts to price shocks with 
steady state gains between zero and one. 

Ha1f of an unforeseen movement in output is estimated to persist 
into the infinite future. In other words, when output grows 
unexpectedly, forecasts of (distant) future output shou1d be 
adjusted upwards by ha1f the amount of the shock. To put it yet 
another way, output contains both stochastic and deterministic trend 



components, and while mcan reversion occurs, it is not complete. 
Thus interpreting a deviation of output from a deterministic trend 
as a'boom or a recession will overestimate the deviation from the 
true trend which is, in part, stochastic. This conclusion has also 
been reached with respect to the output of other western economies 
(see Stock & Watson (1988) and the references cited therein). As the 
output shock ~Y'has the interpretation of a goods market shock or a 
shock to technology or labor supply, it may be argued that the 
stochastic part of the trend in output arises because of supply 
side, real shocks. The other variables are also seen to be dominated 
by random walk components, and in particular the price levels emerge 
as unstable. 

Next, turn to estimates based on the model in level form. The 
estimate of the matrix of contemporaneous relationships - on which 
estimates of structural shocks rest - as identified from data in 
levels was presented in Table 6.4. Estimates differ very little 
whether first differences or levels are used. Only two sign 
reversals are encountered, but the moduli of these estimates are 
very small. When the model is estimated in levels, the 
contemporaneous relationship between output and domestic prices is 
positive (though essentially zero), and the contemporaneous 
relationship between output and the exchange rate is slightly 
positive. Both changes are compatible with commonsense economic 
reasoning, especially as the structural equation for output contains 
both demand and supply elements. 

The estimated (nonaccumulated) long-run impulse responses as 
identified from level regressions requires closer scrutiny and 
discussion. Taken at face value, the results differ markedly from 
those obtained using the model in first differences. If in the true 
structure the variables are integrated (but not cOintegrated), the 
cumulative impulse responses of the system in first differences 
should be roughly the same as nonaccumulated impulse responses of 
the corresponding system in levels (abstracting from estimation 
differences). 

However, in our case only a few of the impulse responses obtained 
from level regressions converged. While the responses were similar 
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to the corresponding results from the first-differenced system for 
the first 10 - 20 step ahead horizons, the responses displayed very 
long swings and some started going off towards infinity after a 
three year horizon. We take these nonsensical results to indicate 
that convergence may in practice not be as fast as the theoretical 
results of Sims et al. (1987) indicate, thus leaving spurious fits 
in the model. Consequently, our result documents a case against the 
recommendation by Sims et al. (op.cit.), Diebold & Nerlove (1988) 
and Doan (1989) to estimate VARs in levels when unit roots and 
possible cointegration relationships are present. 

The preceding results have attested to the importance of explicitly 
addressing issues of unit roots in our analyses. We next turn to the 
question as to whether explicitly taking into account common unit 
roots has sizeable implications for the conclusions of our study. 
Whereas the preliminary data analysis in chapter 4 pointed toward 
the existence of cointegration among our model variables, maximum 
likelihood estimates of the corresponding long-run coefficient 
matrix generated an essentially zero matrix. Nevertheless, one of 
the cointegrating vectors may enter the equation for output with a 
nonzero weight (see Table 4.5 of chapter 4). Hence, we choose to 
impose this cointegrating constraint on the model as a matter of 
sensitivity analysis. This is done by adding the deviations from the 
maximum likelihood estimate of the corresponding cointegration 
relationship as a once lagged explanatory variable to the equations 
of the model in first differences. 10 

The estimate of the matrix of contemporaneous relationships when the 
cointegration constraint is imposed was displayed in Table 6.4. 

10It might be tempting to claim that the estimate of the long-run 
coefficient matrix (see Table 4.5 of chapter 4) implies long-run 
neutrality from nominal variables to the real variable. As pointed 
out by LUtkepohl & Reimers (1989a,b), such an interpretation woul d 
ignore the fact that we are considering a system of equations in 
which the other variables cannot be regarded as fixed. Hence, the 
reactions ,of the other model variables have to be taken into 
account, too. Thus, a direct interpretation of the results from the 
preliminary data analysis is likely to be difficultwhen it comes to 
i ssuesof neutra 1 i ty • 



Resu1ts differ on1y a 1itt1e with respect to the base1ine case. Two 
differences - important1y enough both in the equation for the rea1 
variab1e - can be noticed, however. 80th domestic prices and the 
exchange ra te now affect contemporaneous rea1 output positive1y, 
a1beit with sma11 coefficients. To see what impact these changes 
have on the cumu1ative impu1se responses as compared to the 
estimates s01e1y based on first differences, we turn to the evidence 
presented in Tab1e 6.6. 

Estimates of the cumu1ative impu1se responses when a cointegration 
constraint is imposed do differ somewhat from the estimates from the 
mode1 omitting the cointegration constraint. More precise1y, the 
importance of the price 1eve1 variab1es is downp1ayed. However, it 
is not obvious that the imposition of the cointegration constraint 
adds positive1y overa11 to the mode1. We find the resu1t that the 
"ro1e of domestic prices for foreign price 1eve1 variabi1ity is 
downp1ayed in accordance with prior be1iefs. On the other hand, the 
findings that domestic prices are not eventua11y ref1ected in the 
nomina1 money stock, or that movements in the foreign price 1eve1 
account for hard1y any of the 10w frequency variabi1ity of the 
domestic price 1eve1, are hard to reconci1e with conventiona1 
economic thought. Hence, we wi11 continue to work primari1y with the 
first-differenced specification, but sensitivity ana1yses with 
respect to common unit roots wi11 be made. 

Estimated 10ng-run decompositions of variance are a1so disp1ayed in 
Tab1e 6.6. The empirica1 evidence is fair1y easi1y summarized, as 
resu1ts for the augmented mode1 in differenc~s and this mode1 
incorporating the cointegration constraint yie1d virtua1ly identical 
results. In the long run, unforeseen movements in the nominal 
variables account for practically no portion of the unforeseen 
movements of the real variable. Goods market and aggregate supply 
shocks account for some nine tenths of the long-run variability of 
real output. With the exception of the foreign price level, no 
variab1e accounts for much of the unforeseen long-run movements of 
other variables. Shocks to the foreign price level account for a 
nonneg1igible part of unexpected movements in the domestic price 
level in the long run, however. 
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As far as the long-run decompositions of variance estimated from 
level data are concerned, we regard these as dubious because of the 
reasons spelled out above. For example, the result that unforeseen 
movements in the Finnish exchange rate account for more than one 
third of the unforeseen long-run movements of foreign prices is 
spurious. Most of the other results in this case make equally little 
sense. This corroborates our claim that estimating VARs in levels 
when the model includes unit roots, some of which may be common to a 
set of model variables, may be inappropriate when working with 
finite samples. 

Before moving on to analyses based on subsamples, a few words about 
the robustness of the above results to alternative operationalizations 
and augmentations of the model. The robustness was evaluated by 
calculating cumulative impulse responses and long-run decompositions 
of variance based on estimates of alternative variants of the model 
in first differences. Instead of reporting the ten additional sets 
of results, we will only highlight the main diverging results. 

Adding foreign output to the model reveals that nearly one third of 
the long-run forecast error variance of domestic output has been 
determined by unexpected movements in foreign output. Consequently, 
domestic output emerges as less exogenous, with goods market and 
supply shocks accounting for roughly three fifths of the long-run 
variability of domestic output. Using six lags, reversion toward a 
deterministic output trend is stronger, with only some three tenths 
of the output shock persisting into the infinite future. 11 However, 
the use of six lags is not unproblematic, in part because an 
unforeseen rise in domestic prices has no long-run impact on the money 
stock. The same goes for the use of seasonal differences instead of 

11Taken together, our results suggest that the size of the random 
walk component of Finnish output lies in the range 0.3 - 0.6 with 
the best estimate being 0.5. Our results are in line with the 
multivariate estimates' of 0.3 - 0.4 for the U.S. presented by 
Cochrane & Sbordone (1988). Univariate estimates, which may utilize 
less information than multivariate estimates, have yielded estimates 
in the range 0.4 - 1.9 (see Campbell & Mankiw (1988), Stock & Watson 
(1988a), and Hamil ton (1989) and the references ei ted therei n). 



seasonal dummies, as it annihilates all links from foreign prices to 
other variables while producing causality from domestic to foreign 
pri ces. 

Finally, it may be interesting to compare results using the 
structural model with the results that might have been entertained 
had an "astructural" (Le. recursive) model been employed. While 
mechanical use of the Wold causal chain makes no sen se in terms of 
implied economic relationships, this exercise serves to illustrate 
the sensitivity of our results to the choice of contemporaneous 
relationships. As it happens, the results turn out t~ be 
quantitatively somewhat different from, but qualitatively similar 
to, the baseline case. Judging by the cumulative impulse responses, 
the only major change is that the importance of the foreign interest 
rate for domestic output is overstated by a factor of 16. 1n terms 
of long-run decompositions of variance, the relationship between the 
domestic and the foreign price level is somewhat distorted. Domestic 
variables further appear somewhat more exogenous, and foreign 
variables somewhat less exogenous, when a lower triangular design is 
used. Thus our conjecture from section 6.2.1 that our results will 
not be overly sensitive to the specification of contemporaneous 
relationships is confirmed. 
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6.2.4 Ana1ysis of Subperiods 

The 1ikelihood ratio test statistic of Sims (1980a) supports the use 
of three 1ags in al1 subsamp1e ana1yses. Resu1ts for matrices of 
contemporaneous re1ationships are presented in Tab1e 6.7. During the 
1960s and the ear1y 1970s, the contemporaneous relation between 
output and the domestic price 1eve1 was negative. This cou1d be 
interpreted to suggest that output has been determined primari1y by 
aggregate demand (as opposed to aggregate supp1y) in the short run 
during this period. An increase in the price of oi1 has had a 
negative contemporaneous effect on output. The contemporaneous 
effect of the price of oi1 on the domestic price 1eve1 is positive 
but very sma11. Credit advanced to the pub1ic has had a slight1y 
positive contemporaneous impact on the domestic price 1eve1. 

lurning to the contemporaneous structure as estimated from the 
period 1973M1 - 1988MB, we find that the re1ationship between output 
and prices is now positive. This cou1d be taken to indicate that 
output has been dominated by aggregate supp1y (as opposed to 
aggregate demand) in the short rU!1 since t,he first oil shock. Output 
shocks have been both 1arger and more frequent than at other times. 12 

Resu1ts from the 1ast subperiod differ somewhat from previous 
results. 

12The findings that the distribution of structura1 shocks is 
fat-tai1ed and that 1arge shocks have from time to time tended to 
form c1usters might suggest that the structura1 shocks fo110w 
autoregressive conditiona11y heteroskedastic (ARCH) processes. 
However, we think that this wou1d be a fa1se conc1usion for two 
teasons. If the structural shocks fo11ow ARCH-processes, these 
stochastic events fo11ow processes governed by deterministic 
difference equations. Perhaps more important1y, the ARCH mode1 
imp1ies that vo1atile periods shou1d occur fairly regularly, but our 
evidence indicates that this has not been the case. 



TABLE 6.7 

Contemporaneous structural relationships in VAR models using data 
from sUbperi ods 

Model vari abl es Matrix of contemporaneous relationships 

1960M1 - 1972M12 

Yt 0 -0.557 0 2.12 0.166 -0.07; 

Pt o· 0 0 -0.124 0 0.005 

ct -0.010 0.092 0 0.076 0 -0.037 

Y = "* r = 0 0 0 0 0 -0.010' ~t l t 0 

et 0 0 

02 
Pt L 0 0 

1973M1 - 1988M8 

Yt 0 0.717 0 1.35 0.096 -1.17 

Pt 0 0 0 -0.070 0 0.091 

mt 0.081 -0.323 0 -1.00 0 1.61 

Y = "* r = 0 0 0 0 0 0.164 ~t l t 0 

et 0 0 

Pt LO 0 

1980M1 - 1988M8 

r Yt 0 0.781 0 1.30 -0.114 

Pt 0 0 0 -0.004 0 

lt "l mt r = 0.096 -0 •. 608 0 0.196 0 0 
"* 0 0 l t 

et 0 0 

In addition to the components of lt. the models include a constant. 
11 seasonal dummy vari ables and, where appropriate. a strike dummy 
taki ng the va 1 ue 1 in 1971M2 - 1971M3 and 0 otherwi se. 
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The empirica1 evidence on cumu1ative impu1se responses and 10ng-run 
decompositions of variance for subperiods is summarized in Tab1e 
6.8. Turning first to the evidence for the period 1960M1 - 1972M12, 
the fo11owing features may be noted. The amount of credit advanced 
to the pub1ic has had no important 10ng-run effect on the domestic 
price 1eve1. Interpreting the resu1ts for credit in terms of a 
reaction function for monetary po1icy shows that credit has been 
increased in the face of unexpected output growth and decreased in 
the face of unexpected bursts of inf1ation. 

The results for the period 1973M1 - 1988M8 do not differ radically 
from the full-sample results. Moreover, augmenting the model with 
the measure of the fisca1 st~nce left the basic estimates 
practically unchanged. Some evidence of neutrality of fisca1 policy 
is thus documented. Augmentation with the genuine oil price variable 
suggests that average oil price shocks have had virtually no 
long-run impact on output and only a smal1 effect on domestic 
prices. While our VAR mode1 suggests that average oil shocks have 
had negligible long-run effects, the Bank of Finland quarterly model 
suggests that a permanent, a1beit small, effect exists (Lehtinen 
(1988)). As this conventional model explicitly restricts the 
investment in new (energy-saving) technology induced by an oi1 shock 
to zero, while our model does not impose this restriction, it is 
possible that a nonnegligible offsetting effect is missing from the 
conventional model. An oil shock may induce a change in technology -
a technology shock - which is not captured by the conventional model 
but taken into account by the VAR model. 

Estimates based on data from the 1980s only differ more from the 
results for the full sample than other subsample results. Some 
anomalous results caution against taking the results drawn from the 
last subsample too literally, however. A possible explanation for 
the part1y whimsical resu1ts is that estimates are based on very few 
observations. Thus erratic movements will bear on the resu1ts to a 
considerable extent. 
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TABLE 6.8 

Long-run characteristics of VAR models using data from subperiods 

Statistic Vari able Innovation in 

y p m/c i* e p*/p02 

1960M1 - 1972M12 

Cumulative y 0.541 0.224 -0.111 0.123 0.159 0.086 
impulse p -0.062 1.32 0.012 0.041 0.108 0.021 
response to a c 0.423 -0.632 2.21 -0.323 0.063 -0.062 
one standard i* 0.242 -0.205 0.409 1.09 -0.123 0.154 
error e 0.001 0.884 -0.437 0.382 1.28 0.215 
i nnovation p02 0.075 0.290 -0.341 0.138 0.225 0.700 

Percentage of y 71.0 2;14 4.98 5.35 2.03 8.52 
the expected p 2.24 72.3 8.36 1.01 14.2 1.98 
10ng-run c 0.948 1.15 92.0 1.90 2.12 1.84 
squared i* 0.727 0.392 4.50 88.4 4.84 1.13 
prediction e 1.25 0.500 0.356 0.527 95.5 1.83 
error p02 0.957 0.446 3.43 1.39 6.38 87.4 

1973M1 - 1988MB 

Cumulative y 0.514 -0.109 0.066 0.067 -0.074 -0.129 
impul se p 0.037 2.79 0.063 -0.271 -0.146 2.72 
response to a m -0.023 0.587 0.611 -0.155 0.129 0.788 
one standard i* 0.093 0.971 -0.132 1.46 -0.352 1.59 
error e -0.169 -0.010 -0.105 -0.114 1.37 0.049 
i nnovation p* -0.104 2.93 0.147 0.124 -0.254 5.08 

Percentage of y 88.9 2.40 1.29 2.57 3.85 0.981 
the expected p 0.720 65.9 1.32 7.71 1.18 23.2 
10ng-run m 3.11 0.526 89.3 3.43 1.84 1.78 
squared i* 1.87 2.05 3.10 88.3 1.00 3.72 
prediction e 1.04 2.30 1.16 2.66 91.3 1.49 
error p* 0.143 16.2 2.37 4.83 0.663 75.8 

1980M1 - 1988M8 

Cumul ative y 0.419 0.870 -0.015 0.225 -0.040 
impulse p -0.076 2.71 -0.007 -0.039 -0.402 
response to a m -0.029 -0.465 0.410 0.049 -0.032 
one standard i* 0.004 -0.079 -0.143 1.43 -0.218 
error e -0.066 1.16 0.140 -0.215 1.45 
i nnovation 

Percentage of y 82.2 2.53 4.81 9.14 1.30 
the expected p 8.40 70.0 1.56 7.51 12.5 
10ng-run m 2.37 1.05 88.6 6.28 1.66 
squared i* 5.30 0.317 3.97 89.1 1.29 
prediction e 6.31 9.97 0.999 5.04 77.7 
error 

1n addition to the vari ables in rt, the models comprise a constant, 

11 seasonal dummy variables and, where appropriate, a strike dummY 
taking the value 1 in 1971M2 - 1971M3 and 0 otherwise. The models 
are estimated by equation-by-equation OLS using the restrictions 
reported in Table 6.7. 1n all calculations, the long run refers to a 
horizon of 60 months. Numbers across prediction error rows may not sum 
to 100.000 due to rounding errors. 
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It should perhaps be emphasized that we are documenting the long-run 
effects of average, i.e. "typical", unforeseen oil price movements. 
The analysis of such oil price movements revealed no noteworthy 
long-run impacts, but it is quite possible, and even likely, that 
the ".!typical", i.e. unusually large, oil shocks of 1973, 1979 and 
1986 have had nonnegligible long-run impacts. In fact, our findings 
of structural breaks and differences in results across subsamples 
constitute indirect evidence of this. In other words, our subsample 
results may be symptomatic of profound structural changes induced by 
the large oil price shocks. Similarly, the exceptionally large 
unexpected oil price movements may have induc~d other, additional 
shocks (reca11 that we found a cluster of shocks in 1973 - 1975), 
but our framework allows only indirect study of such a phenomenon 
(see also footnote 1 of chapter 3). 

International evidence obtained with VAR mode1s of the effects of 
oi1 shocks add yet another dimension to our results. Pronounced 
differences in the responses of western economies to oil price 
shocks have been documented (Burbidge & Harrison (1984) and Mork et 
al. (1989), see a1so Viren (1986)). Hence, it does not appear to be 
self-evident what the actua1 outcome of an oi1 shock should be in 
some country in the long runo As in our study, differences in the 
response to the unusually 1arge 1973, 1979 and 1986 oil shocks have 
also been documented (Hamilton (1983), Burbidge & Harrison 
(op.cit.), Roberds & Todd (1987), Mork (1987) and Mork et a1. 
(op.cit.)). Thus Roberds & Todd (op.cit.), using the most e1aborate 
VAR model constructed to date, generate only a modest and 
short-lived effect on U.S. output of the 1986 oil price shock. 

Inc1usion of foreign output yields some additional interesting 
insights although contributing little to the basic results. Since 
this augmentation - while not representing the result of a strict 
statistical model selection procedure - yie1ds an interesting 
economic model, which, moreover, illustrates the degree of 

sensitivity typically encountered in these analyses, we have 
included the estimates as Appendix 6. In this appendix, estimates of 
contemporaneous relationships during subperiods are presented in 
Table A6.1, and cumulative impulse responses and long-run 



decompositions of variance in Table A6.2. These estimates can be 
compared to the results presented in the previous chapter, and 
spec1fically to the subsample estimates presented in Table 5.6. One 
may note that the inclusion of nominal variables accounts for five 
to 12 per cent of the long-run variability in domestic output, 
depending on which subperiod is considered. 

During the period 1960M1 - 1972M12, a positive but very modest 
contemporaneous relationship between domestic and foreign output is 
found. In contrast to this, foreign output contemporaneously 
affected domestic output with a weight of 0.9 during the period 
1973M1 - 1988M8. When this weight is estimated from the 1980s only, 
a value of 0.3 is obtained. We interpret this as an indication that 
while the openness of the Finnish economy has been increasing 
somewhat over time, the turbulent period of 1973 - 1975 caused big 
short-run movements in both foreign and domestic output which were 
similar enough to dominate the estimate of the weight. 

Turning to cumulative impulse responses and long-run decompositions 
of variance that take foreign output into account, we note that 
results for the period 1960M1 - 1972M12 remain practically 
unchanged. During the period 1973M1 - 1988M8, the only change in the 
basic results is that domestic output emerges as more endogenous 
because foreign output now accounts for roughly one fifth of the 
long-run variability of domestic output. Dubious nonneutrality 
results with respect to the long-run impact of domestic variables on 
foreign output may attest to problems with the inclusion of foreign 
output in the model, however. 

Estimates based on the period 1980M1 - 1988M8 very much resemble the 
estimates drawn from the post-Bretton Woods period, but we find that 
the importance of foreign output for domestic output is clear1y 
downp1ayed. This supports the view that short-run movements at the 
time of the first oi1 shock tend to bias estimates of the degree of 
domestic output endogeneity upwards from what it rea11y has been 
during recent years. 
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6.3 Conclusions 

The aim of this chapter has been to provide empirical evidence on 
the long-run effects of shocks hitting the Finnish economy. We 
conclude that the structural shocks are zero mean entities in the 
first moment sense but that they are nonnormally distributed. 
Although seldom, large shocks of predominantly one sign have 
occurred, and these shocks have c1ustered·around fairly short 
periods. the period 1973 - 1975 was extra ordinarily turbulent. Oi1 
price shocks, strikes and exchange rate shocks have been the most 
sizeable. Domestic price shocks have been larger than foreign price 
shocks and the same ho1ds for interest ra te shocks. 

With regard to the long-run impact of nominal shocks on Finnish real 
output, our results consistently point to the notion of neutrality. 
Stated slightly differently, no convincing signs of nonneutrality 
are encountered. This finding is robust, and it includes the effects 
of monetary po1icy as well as some features of fiscal policy. 
Evidence of the crucial importance of foreign price developments for 
domestic price developments is documented. These findings include a 
sizeable contemporaneous interaction and a roughly one-to-one 
long-run re1ation. The long-run impact of foreign output on domestic 
output is genera11y not substantial, though the developments 
immediately after the first oi1 shock constitute an exception here. 

Half of an unforeseen movement in output is estimated to persist into 
the infinite future. In other words, when output grows unexpected1y, 
forecasts of output should be adjusted upwards by half the amount of 
the shock. This is an outcome of the fact that output contains both 
stochastic and deterministic trend components, imp1ying that while mean 
reversion occurs, it is not complete. Thus interpreting a deviation 
of output from a deterministic trend as a boom or a recession will 
overestimate the deviation from the true trend which is, in part, 
stochastic. We argue that the stochastic part of the trend in output 

arises because of rea1 supply shocks. Shocks to the price of oi1 have 
contributed to long-run aggregate movements in the Finnish economy to 
a lesser extent than in other economies. We argue that this is 
because of the bilateral trade arrangements with the Soviet Union. 



7 A SECULAR FLUCTUATION MODEL 

The aim of this ehapter is to provide empirieal evidenee on the 
short-run effeets of shoeks hitting the Finnish eeonomy. We use the 
theoretieal model of the previous ehapter as a frame of referenee, 
and aehieve identifieation of the shoeks by imposing the low 
frequeney restrictions implied by the empirieal evidenee of the 
previous ehapter. By restrieting low (and seasonal) frequeney. 
movements, we aehieve identifieation of shoeks and at the same time 
leave the data free to speak about high frequeney movements. 

7.1 An Empirieal Model with Low Frequeney Restrietions 

In the present ehapter the short run is defined.as extending up to 24 
months. However, one should note that the distinetion between short
and long-run impaets of shoeks is a matter of degree rather than of 
kind. This is beeause one must resort to arbitrary eonventions in 
labelling what is the short runo Furthermore, reeent empirieal 
findings regarding the time series properties of maeroeeonomie 
variables - e.g. the evidenee presented in the previous ehapter -
and theoretieal work in the real business eyele vein suggest that 
shoeks that move the eeonomy in the short run may also affeet the 
eeonomy in the long run. l 

It eould also be emphasized that we are deriving our low frequeney 
restrietions from empirieal evidenee, and not, like previous 
authors, from ad hoe or theoretieal eonsiderations. 2 What is gained 
by sueh a proeedure is that the eredibility of the identifying 
assumptions - wh;eh is typieally subjeet to doubt - ean be, and in 

ISee the d;seuss;on and referenees ;n Shap;ro & Watson (1988). 

2King et al. (1987) build on a fully artieulated real business 
eyele model. Blanehard & Quah (1989) implement an ad hoe 
restrietion, whieh ;s also used as the main identifying restrietion 
in a somewhat more artieulated semi ad hoe model by Shap;ro & Watson 
(1988). The model of Shapiro & Watson (op.e;t.) is employed by 
Kugler(1989) in a study of the Swiss eeonomy. 
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the present study has been, i ncreased through demonstrati ons .of the 
robustness of the empirical evidence from which the restrictions 
derive. One may also argue that basing the restrictions on empirical 
evidence is more in the markedly empirical spirit of the VAR 
approach than basing the restrictions on ad hoc or theoretical 
considerations. 

In deriving the identifying low frequency restrictions, we will 
focus on the cumulative impulse responses presented in Table 6.6 for 
the model estimated from first differences of the data, and in the 
case of the relation between domestic and foreign prices also on the 
exogeneity results presented in Table 6.2. 3 Interpreting these 
estimation results in the same way as in the previous chapter yields 
the following matrix H(l) (see (3.19)) of long-run multipliers 

Y1 0 0 0 0 0 

0 Y2 0 0 0 Y3 

0 Y4 Y5 0 0 Y6 
(7.1) H(1) 

0 Y7 0 Ys 0 Y9 

0 Y10 0 0 Yu Y12 

0 0 0 0 0 Y13 

where all Ys are expected to be positive. In matrix (7.1) nominal 
variables do not affect the real variable in the long runo The only 
difference between the exclusion restrictions implied by Table 6.6 
and matrix (7.1) is that we have precluded long-run feedback from 
domestic prices to foreign prices. In doing so, we rely on the 
result presented in Table 6.2 according to which the foreign price 
level is exogenous to the domestic core variables including domestic 

I 

3The empi~ical evidence for the model estimated from data in levels 
anä in error correction form is disregarded for the reasons spelled 
out in section 6.2.3 of chapter 6. 



prices. 4 We subsequently allow the numerical values of the yS to be 
determined by the data; these parameters are not restricted to any 
particular values such as those of Table 6.6. 

Upon rearrangement of the components of ~t' matrix H(l) can be made 
lower triangular. Assuming that the moving average coefficient 
matrix corresponding to the matrix of long-run multipliers is 
invertible, a VAR representation in first differences exists. In 
terms of autoregressive coefficients, the restrictions on moving 
average coefficients imply that the corresponding autoregressive 
coefficients each sum to zero. We follow Shapiro & Watson (1988) in 
imposing such constraints by differencing the corresponding 
variables once more, noting the changes in lag lengths. Imposing 
these constraints on our VAR representation yields the following 
near, or constrained, VAR representation 

(7.2i) 

2 * *_y 
+ (l-L) ayp*(L)Pt + ~t 

(7.2i;) (1-L)2a;y(L)Yt + (1-L)2a;m(L)mt 

4Some feedback from domestic to foreign prices could be expected. 
This is because Sweden belongs to the aggregate of foreign countries, 
and if movements in Swedish prices can be reflected in Finnish 
prices, movements in Finnish prices can be reflected in Swedish 
prices. Nevertheless, the magnitude of the effect of domestic prices 
on foreign prices seems too high (Table 6.6). One explanation is 
that the more closely domestic prices follow foreign prices, the 
more difficult it becomes in practice to pin down what is a domestic 
price shock and what is a foreign price shock. 
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(7.2iv) 

(7.2v) 

** * p p* e 
+ (I-L)aep*(L)Pt + ae~~t + ae~p*~t +~t 

(7.2v;) (I-L)2a;*y(L)Yt + (I-L)2a;*p(L)Pt 

2 * 2 * .* 
+ (I-L) ap*m(L)mt + (I-L) ap*i*(L)'t 

+ (I-L)2a;*e(L)et + ~~* 

where 1ags ajj(L) run from 0 to 1, ajj(L) run from 0 to 1-1, ajj(L) 
run from 1 to 1, j = y,p,m,i*,e,p* and 1 is the 1ag 1ength. In 
addition, the mode1s comprise 11 seasona1 dummy variab1es, a 
constant and a strike dummy in the equation for output to account 
for the strike in the metal and engineering industry in 1971M2 -
1971M3. 

With an eye on estimation of the mode1 (7.2;) - (7 .2v;), we note 
that -the occurrence of right-hand side current terms, in general, 
implies correlation between right-hand side variables and the 
structura1 shocks. Thus, one shou1d consider the use of estimators 



such as 2SLS, 3SLS or system estimation methods. In the current 
case, two main arguments support the use of OLS, however. 
Anticipating the empirical results, we find that OLS estimation of 
our model comprising in excess of 300 parameters and involving the 
use of the Newton-Raphson method to account for the additional 
current shocks is very close to the limit of what our software can 
handle. Furthermore, since our model is inevitably misspecified in 
the sense that it excludes many variables of likely importance, OLS 
may be a superior technique of estimation compared to, inter alia, 
2SLS (see Phillips (1983) and Amemiya (1985) and the references 
cited therein for discussions of the misspecification issue). 

Hence, because of the computational constraint and theprobably less 
pressing, but equally tangible, misspecification issue, we will 
proceed by estimating the model by OLS. The influence on impulse 
responses and decompositions of variance of the auxiliary shocks is 
taken into account by omitting the auxiliary disturbances in the 
estimation stage, and then transforming the model using the 
decomposition indicated by matrix (7.1) and employing the techniques 
described in section 3.2.1 of chapter 3 and section 6.2.2 of chapter 
6 (see Shapiro & Watson (1988) for a discussion of alternative 
methods of accounting for the auxiliary disturbances when 
calculating impulse responses and decompositions of variance). 

Before turning to estimation, we briefly comment on the long-run 
restrictions that will be imposed in subsample analyses. The 
restrictions are derived from Table 6.8 (and from Table A6.2). In 
our interpretation of the empirical results, the following matrices 
H(l) of long-run multipliers are obtained for the subperiods 1960M1 
- 1972M12 (y = (y p c i* e p02)'), 1973M1 - 1988M8 (y = 

~ ~ 

(y p m i* e p*)') and 1980M1 - 1988M8 (y = (y p m i* e)'), 
~ 

respectively (all vectors and their components refer to 
contemporaneous values) 
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Y1 0 0 0 0 0 

0 Y2 0 0 0 0 

Y3 Y4 Y5 0 0 0 
(7.3) H(l) 

0 0 Y6 Y7 0 0 

0 Y8 Yg 0 Y10 0 

0 0 0 0 0 Y11 

Y1 0 0 0 0 0 

0 Y2 0 0 0 Y3 

0 Y4 Y5 0 0 Y6 
(7.4) H(l) 

0 Y7 0 Y8 0 .~ 

0 0 0 0 Y10 0 

0 0 0 0 0 Y11 

Y1 Y2 0 0 0 

0 Y3 0 0 0 

0 Y4 Y5 0 0 
(7.5) H(l) = 

0 0 0 Y6 0 

0 Y7 0 0 Y8 

where a11 yS are expected to be positive, except for Y4 and Yg in 
(7.3) and Y4 in (7.5). The matrices (7.3) - (7.5) incorporate the 
finding that nomina1 variab1es do not affect the rea1 variab1e in 
the long run, with one exception. The exception is Y2 in (7.5), but 
the resu1ts concerning the 1ast subperiod shou1d not be taken too 
1itera11y (see the discussion in section 6.2.4 of chapter 6). There 
is on1y one difference between the exc1usion restrictions imp1ied by 
Tab1e 6.8 and those of matrices (7.3) - (7.5). This is that we have 
prec1uded 10ng-run feedback from domestic prices to foreign prices 
in (7.4) (as in (7.1)). In doing so, we re1y on the resu1ts 



presented in Table 6.2 according to which the foreign price level is 
exogenous to domestic prices. All restrictions are robust to the 
inclusion of foreign output in the models. 

7.2 Empirical Evidence 

7.2.1 Estimation Results 

We begin by examining the question of lag length. Since the model 
equations contain different-explanatory variables, it may be 
advantageous to allow for different lag lengths in different 
equations. To keep the tests of lag length within manageable limits, 
a conmon lag length within each equation is maintained. As it seems 
fair to say that testing for optimum lag length. using finite data 
sets is an unresolved issue, we employ three criteria in guiding us 
to the equationwise value of 1. These are the Akaike criterion 
(AIC), an Akaike criterion with the minimum penalty term suggested 
by Hannan & Quinn (1979) (HQIC), and the Schwarz criterion (SIC). We 
expect ÄIC to provide a lower, and SIC an upper, bound for 1, while 
HQIC may suggest the direction within a possible allowable set of 
values for 1.5 Results for tests based on one to 18 lags are 
presented in Table 7.1. 

5AIC overestimates the lag length asymptotically with positive 
probability, whereas SIC is consistent in the sense that it selects 
the correct lag length with probability one. HQIC imposes a heavier 
penalty for additional lags than AIC but imposes a less severe 
penalty than SIC. 
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TABLE 7.1 

Tests for lag length in a near VAR model for the vector Yt = (Yt Pt mt i t et pt)1 using data from the period 
1960M1 - 1988M8 ~ 

Equation (7.2i) (7.2ii) (7.2iii) (7.2iv) (7.2v) (7.2vi) 
Lag Regressand I::.y I::.p I::.m I::.i* I::.e I::.p* 
1 ength Cri teri onxl05 AIC HQIC SIC AIC l-KlIC SIC AlC l-KlIC SIC AIC l-KlIC SIC AlC HQIC SIC AIC l-KlIC SIC 

1 244 269 308 2.86 3.16 3.61 109 120 137 2.13 2.36 2.69 16.0 17.7 20.2 1.02 1.13 1.29 
2 221 249 292 2.81 3.17 3.72 106 119 139 2.15 2.42 2.84 16.2 18.2 21.3 0.941 1.06 1.24 
3 226 260 311 2.81 3.24 3.87 108 124 149 2.20 2.53 3.03 16.6 19.1 22.8 0.910 1.05 1.25 
4 228 267 326 2.85 3.34 4.08 109 128 156 2.22 2.61 3.19 16.9 19.9 24.3 0.843 0.990 1.21 
5 222 265 330 2.75 3.28 4.09 111 132 165 2.27 2.71 3.38 17.4 al.8 25.9 0.845 1.01 1.26 
6 225 274 347 2.81 3.42 4.33 115 139 177 2.23 2.71 3.43 17.0 aJ.6 26.1 0.844 1.03 1.30 
7 230 284 365 2.88 3.56 4.59 113 140 180 2.29 2.83 3.65 17.4 21.5 27.7 0.824 1.02 1.31 
8 224 281 367 2.90 3.64 4.76 115 145 190 2.34 2.93 3.83 17.7 22.3 29.1 0.790 0.991 1.29 
9 223 285 377 2.93 3.73 4.95 119 152 201 2.42 3.08 4.08 17.4 22.1 29.3 0.799 1.02 

10 230 297 399 3.00 3.88 5.20 123 159 213 2.47 3.19 4.28 17.9 23.2 31.1 0.806 1.04 
11 176 230 312 2.96 3.88 5.26 126 166 225 2.45 3.22 4.36 18.4 24.1 32.7 0.808 1.06 
12 147 195 267 3.02 4.01 5.51 121 160 220 2.47 3.29 4.51 18.7 24.8 34.0 0.811 1.08 
13 146 196 272 3.05 4.10 5.68 124 167 231 2.54 3.41 4.73 19.1 25.7 35.6 0.825 1.11 
14 147 201 281 3.14 4.28 5.99 126 172 240 2.56 3.48 4.87 19.8 26.9 37.7 0.829 1.13 
15 147 203 287 3.19 4.39 6.20 127 176 248 2.63 3.62 5.11' 20.3 28.0 39.5 0.850 1.17 
16 145 202 288 3.29 4.58 6.53 130 181 258 2.69 3.73 5.33 21.0 29.2 41.6 0.857 1.19 
17 147 207 298 3.35 4.71 6.76 131 185 266 2.73 3.85 5.53 21.6 30.3 43.6 0.882 1.24 
18 140 199 288 3.31 4.71 6.82 134 191 276 2.74 3.89 5.64 22.4 31.8 46.1 0.893 1.27 

AIC is the Akaike criterion, HQIC is an Akaike criterion with a penalty term suggested by Hannan & Quinn (1979) 
and SIC is the Schwarz criterion. ln addition to the components of ~t, the equations include a constant, 11 
seasonal dummy variables and a strike dummy taking the value 1 in 1971M2 - 1971M3 and 0 otherwise. For 
notational simplicity we write 1 - L = 1::.. 

1.35 
1.40 
1.44 
1.48 
1.54 
1.58 
1.65 
1.70 
1.78 
1.84 
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ln equation (7.2i) for output, both HQlC and SlC pick out 1 = 12, 
whereas AlC indicates an even higher lag length. We suspect that the 
need to include lags as high as the seasonal lag may arise because 
of the quasi-seasonal fluctuations in the early spring caused by 
labor market disputes of varying severity (see section 4.3.1 of 
chapter 4 for a discussion of this phenomenon). ln equation (7.2ii) 
determining the price level, the choice is between 1 = 1 or 1 = 5. 
The latter lag length was favored over the former one, which left 
the estimated equation plagued with severely autocorrelated 
disturbances. ln equation (7.2ii;) determining Ml, a very low lag 
length would seem admissible, but this was disregarded because of 
the failure to account for serial correlation in the disturbances in 
favor of 1 = 7 hinted by AlC. Similar arguments lead to the choice 
of 1 = 6 in equation (7.2iv) for the foreign interest rate and 1 = 8 
;n equation (7.2vi) for the foreign price level. ln equation (7.2v) 
for the exchange rate 1 = 1 was appropriate. 

The chosen lag lengths imply a model with more than 300 estimating 
parameters. Given the available amount of data, this number of 
parameters poses no problem when it comes to the amount of 
information from which the parameters are to be estimated. The size 
of the model nevertheless precludes, by a large margin, the use e.g. 
of systemwide estimation of the madel given the computer facilities 
at our disposal. Thus, as asserted previously, estimation of the 
model will be carried out using OLS.6 Since the choices of lag 
length were not unanimous in every case, sensitivity analyses with 
respect to the choice of lag length will be performed. 

Proceeding to estimation of the madel, we note that the values of 
the parameters of the model are of no immediate interest. Therefore, 

6The size of the model renders the calculation of standard errors 
for impulse responses and decompositions of variance very 
cumbersome. Standard methods would require use of derivatives with 
respect to the model parameters, and, as pointed out by Sims (1986), 
the approximate Fisher information matrix need not be very accurate. 
Bootstrap methods would entail re-estimation of the model based on 
pseudo-histories requiring computing times in excess of 180 hours 
(on a personal computer for 1000 bootstrap replications). 
Consequently, we refrain from computing standard errors. 
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we have condensed the output of the estimation to the summary 
statistics presented in Table 7.2. Compared to the model in the 
previous chapter, the current specification performs marginally 
better in ter~s of explanatory power and whiteness of disturbances. 
The disturbances are, again, found to be nonnormally distributed. 
likewise, we can reject the null hypothesis of constant coefficients 
in half of the model equations when the structure is hypothetized to 
change in 1973Ml. The strongest rejection of stability again occurs 
in the equation for output. Hence impulse responses and 
decompositions of variance for output based on the full sample 
should be interpreted as weighted averages of two different 
patterns. When the breaking point is 1980Ml, a rejection of 
stability can again be detected only in the equation for money. 

TABlE 7.2 

Selected summary statistics for a near VAR model for the vector 
~t = (Yt Pt mt it et Pt)' using data from the period 1960Ml - 1988MB 

Statistic 

1 
R2 
Q 
JB 
CHOW(1973Ml) 
CHOW(1980Ml) 

tU't 

12 
0.963 
0.138 
0.000 
0.018 
0.996 

Regressand 

~Pt ~mt 

5 7. 
0.307 0.443 
0.606 0.315 
0.000 0.000 
0.092 0.019 
0.643 0.023 

~i* t ~et ~Pt 

6 1 8 
0.116 0.099 0.525 
0.035 0.999 0.976 
0.000 0.000 0.000 
0.217 0.688 0.043 
0.116 0.999 0.882 

The model (7.2i) - (7.2vi) is estimated by equation-by-equation 
unconstraine~ OlS. In addition to the six elements of Yt, the model 
includes a constant, 11 seasonal dummy våriables and in (7.2i) a 
strike dummy taking the value 1 in 1971M2 - 1971M3 and 0 otherwise. 
1 indicates the lag length, and R2 is the degrees-of-freedom
corrected squared multiple correlation coefficient. Q is the ljung & 
Box (1978) statistic based on nine autocorrelations, and JB is the 
Jarque & Bera (1980) statistic. CHOW(.) is the Chow test with the 
da:te of the supposed structural break given in parentheses .• Marginal 
significance levels are reported for Q, JB and CHOW(.). For 
notational simplicity we write 1 - l = ~. 



Having estimated the model, we have a second set of structural 
disturbances on which to base impulse responses and decompositions 
of variance. The shocks identified in this chapter show broadly the 
same characteristics as the one identified in the previous chapter. 
Results are shown in Appendix 7. 

7.2.2 Impulse Responses 

Impulse responses based on data from the full-sample period 1960M1 -
1988M8 for a time horizon up to 24 months are presented in Figures 
7.1a - 7.1h. All responses are the result of an unexpected, one 
standard deviation, one period, positive shock to the logarithm of a 
variable. Since in estimation the data are in the form of 
differences of logarithmic variables, cumulative responses are 
displayed in order to enable an interpretation of the responses in 
terms of logarithmic levels. Since some of the variables are 
measured in different units, the impulse responses are standardized 
in terms of fractions of standard deviations (of the residual of the 
responding variable). Hence, the numerical values of the responses 
cannot be given any economic interpretation. 

As a general observation we note that most of the responses are more 
ragged than textbook trajectories or responses produced by tightly 
restricted conventional macroeconometric models. Our results are in 
line with other VAR studies carried out using stationary data. 7 The 
raggedness may simply reflect the estimation variability. The 
somewhat unreliable data may be the underlying reason for this. In 
the subsequent discussion of estimated impu1.se responses, we will 
focus on the qualitative picture emerging when erratic movements are 
disregarded. A second general observation is that the short-run 
dynamics dampen out fairly well within two years after a shock. 

7See Bernanke & Powell (1986), Kuszczak & Murray (1987), Walsh 
(1987), Ahmed et al. (1988) and McMillin & Koray (1989). Note that 
ragged impulses in these studies appear despite the use of quarterly 
data and efficient estimation procedures. 
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FIGURE 7.1 Impulse responses for a near VAR model incorporating 
low frequency restrictions for the vector 
lt = (Yt Pt mt i~ et p~)1 using data from the period 
1960Ml - 1988M8 
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FIGURE 7.1e 
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This is in agreement with earlier evidence documented by Öller 
(1982) in a study of the Finnish economy carried out with a VARIMA 
model. The response of domestic prices to a shock in foreign prices 
constitutes a major exception in this respect, however. 

The response of real output to an unforeseen upward movement in the 
domestic price level (Figure 7.1a) appears on the whole to be neutral 
during the first two quarters after a shock and positive after three 
quarters. One year after the shock the effect is temporarily 
contractionary, but output picks up again during the seventh quarter 
after the shock. The positive response of output to a price shock is 
what the Lucas supply function employed in our theoretical frame of 
reference leads us to expect (see expression (6.1v)). Two years after 
a price shock output has returned more or less to its pre-shock level. 

The response of output to a money shock (Figure 7.1b) is slightly 
more volatile than the response to a price shock, but the short-run 
impact also seems to be neutral. Output reacts modestly during the 
first two quarters after the shock, becomes pronouncedly negative 
during the third quarter, but stands out as markedly positive during 
the fourth quarter after the shock. The positive effect vanishes a 
year after the shock, and after one and a half years the response 
centers, after some oscillation, around zero. The estimation result 
suggests that money is nonneutral in the short runo 

The foreign interest rate affects output (Figure 7.1c) positively 
during the first three quarters following a shock. After that the 
impact fluctuates around the pre-shock level. The positive short-run 
impact may at first sight be unexpected, but we think that the 
following interpretation of the estimation result has something to 
it. Since i* is the only genuinely foreign variable in the model 
apart from p*, the interest ra te may serve as a proxy for many 
foreign variables or for foreign economic conditions in general. In 
particular, it may be a proxy for export demand, as current account 
deficits abroad imply a higher i*. Moreover, the positive impact of 
i* on y is what our theoretical frame of reference leads us to 
expect (see expression (6.9i)). 



The estimated effect on output of the unexpected part-of a 
devaluation is displayed in Figure 7.1d. The impact is negative 
during the first six months, with the bulk of the growth stimulus 
being felt in the third quarter after the devaluation. A second 
positive peak occurs at the 12-month horizon. A devaluation still 
causes variability in output toward the latter part of the two-year 
horizon, but it "is not clear whether the effect is positive or 
negative on average. In any case, we do notregister long-lived 
effects of a devaluation on real total industrial production. We 
should bear in mind, howeyer, that we are looking at the average 
importance for output fluctuations of fluctuations iA the exchange 
rate. The temporal importance will be examined at the end of the 
section focusing on subsample information. 

The impact of an unexpected devaluation on the ]evel of outputmay 
also testify to the difficulties of modeling the exchange rate, and 
hence of the difficulty of constructing an .exchange rate shock. From 
a time seriesmodeling point of view, the exchange rate displays 
problematicbehavior .with :its periods of constancy and discrete 
jumpsmixed with periods 01' more continuous variability (see 
Appendix 2). Consequently, equation (7.2v) describing the behavior 
of theexchange rate explains only one tenth of the movements in the 
exchange rate(cf. Table 7.2). The rest - nine tenths - of the 
movements constitutes the unexpected part, but it is not obvious how 
well these unexpected movements coincide with the true (unobservable) 
unexpected movements in the exchange rate, i.e. with those movements 
that actua llyhave impi nged on output movements. In vi ew of the 
ten-year devaluation cycle experienced in Finland, it is possible 
that a far smaller portion than nine tenths of the movements in the 
exchange rate may be inherently unexpected historically. Nevertheless, 
our impulse response closely resembles the empirical evidence from 
12 countries presented by Edwards (1986) using conventional 
regression techniques. 

The effect on domestic output ofa foreign price shock is portrayed 
in Figure 7.1e. The impact is positive over the whole two-year 
horizon. Domestic output is stimulated most during the second 
quarter after a shock, and there is a systematic tapering off of the 
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effect. The positive short-run effect on output should be 
interpretable in terms of increased relative competitiveness for 
domestic firms. Sizewise, shocks to the foreign price level cause 
bigger fluctuations in domestic output than do shocks to domestic 
prices. This could be taken as a corroboration of our finding in the 
previous chapter that the Finnish economy is vulnerable to foreign 
price developments. 

In Figure" 7.1f the impact of a foreign price shock on the domestic 
price level is displayed. Two features of the response are apparent; 
the impact is slow and smooth. We have increased the horizon of 
analysis in Figure 7.1f well beyond the short run to illustrate how 
long it has taken historically for a foreign price shock to work 
itself into the Finnish economy. The inflationary pressure peaks at 
four to five months after the shock, and a local maximum can be 
documented about a year after the foreign shock. After that, the 
inflationary pressure declines slowly resulting in sm~othly r;sing 
domestic prices, the impact levelling out only very slowly. We 
interpret the estimated response as an indication that "domestic" 
inflation may have deep roots in foreign price movements. 

The response of the domestic price level to a shock in domestic 
output ;s graphed in Figure 7.1g. The response is persistently 
positive over the two-year horizon, with the biggest impact in the 
third quarter after a shock. As the last impulse response estimated 
from the full-sample period, we turn to the response of the domestic 
price level to a devaluation (Figure 7.1h). An unforeseen 
devaluation is deflationary the first quarter after a shock, but 
causes a sharp positive peak in the price level four months after 
the devaluation. Following the inflationary burst, the price level 
fluctuates upwards. The contribution of a devaluation to price level 
variability is estimated to cease after one and a half years, 
leaving prices permanently higher than before the devaluation. The 
above discussion about the possible drawbacks of our measure of 
exchange rate shocks should be borne in mind. 

Some words about the robustness of the above results to alternative 
operationalizations and augmentations are warranted. The robustness 



was evaluated using the same alternative operationalizations and 
augmentations as in the analysis of the long-run impact of shocks as 
estimated from the full sample (see section 6.2.3 of chapter 6). ln 
addition, the effects on impulse responses of different long-run 
identifying restrictions were evaluated. Instead of reporting the 
nearly 200 alternative figures, we comment below only on those cases 
which yield very different results from those reported in Figures 
7.1a - 7.1h. 

Estimating the model in level form again turned out to be 
unsatisfactory because of some unstable impulse responses. Using the 
real as opposed to nominal exchange rate shifted the bulk of the 
positive stimulus on growth toward the fourth and fifth quarters 
after a devaluation. Adding the (nominal or real) price of oil to 
the model enhanced the growth stimulus of a devaluation at the 
six-month horizon. Had one worked with a conventional VAR model, the 
difficulties in interpreting the impulse responses would have been 
pressing. Thus e.g. a positive "foreign price shock" was seen to 
have a persistent deflationary impact on domestic prices (sic). 

Using different lag lengths mattered to some extent for the results. 
The most noticeable differences occurred in the responses of output, 
where the responses became smoother and more rapid the fewer the 
lags used. Using fewer than nine lags in the equation for output 
shifted the positive effect on growth of a devaluation toward the 
first half year following a devaluation. However, since the tests 
for lag length suggested the use of 12 lags in the equation for 
output, the evidence produced by employing fewer lags should'perhaps 
not be given too much weight. Assuming that seasonality is a 
stochastic phenomenon enhanced the growth stimulus of a devaluation 
at the one-year horizon. This finding may be given more weight, 
since the quasi-seasonal behavior of output caused by labor market 
disputes duri~g the early spring is an established fact. Allowing 
the domestic price level to have a long-run effect on the foreign 
price level or the exchange rate to have a long-run effect on output 
hardly changed the results at alle 

Before turning to decompositions of variance as estimated from the 
full sample, it may be of interest to briefly return to the 
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relationship between the above findings and previous results based 
on heavily restricted, conventional macroeconometric models of the 
Finnish economy. Because of the qualitative similarity of the numerous 
results documented for .conventional Finnish macroeconometric models, 
it will suffice to take only a few representative studies as a point 
of reference. 

Amongearly conventi.onal models, Halttunen (1980) and Halttunen & 

Korkman (1981) report responses of the domestic price level to a 
devaluation that are .markedly smooth, peak at the six-year hQrizon 
and still contribute to price leve] variability after 18 years (the 
longest hori zon repo.rted bei ng 18 y.ears.). The r:esponse of output i s 
also smooth and ,persistent, but the main stimulus of a devaluation 
occurs at the one-year .horizQn. Halttunen (op.cit.) estimates that a 
foreign output shock affects domestic output within one year, but 
his model also produces a very sustained resPQnseof the domestic 
price level which does not peak within 10 years. Halttunen & .Korkman 
(op.cit.) generate corresponding output responses, and find a smooth 
effect on domestic output peaking at the three-yearhorizon and 
still affecting output at the 18-year horizon. The corresponding 
effect on the domestic price level peaks at a ll-year horizon. 

Representing more recent work, Männistö et ale (1989) examine the 
effects of a devaluation using the Bank of Finland quarterly model. 
This model generates an output response peaking at the two- to 
three-year horizon and continuing to affect output variability 10 
years after the devaluation (the longest horizon reported being 10 
years). The response of prices peaks at a six-year horizon. Using a 
small disequilibrium model of the Finnish economy, Aurikko (1986) 
generates markedly more ragged responses of output and prices to a 
devaluation. In that study output reacts somewhat unsystematically, 
while prices peak at the three- to four-year horizon. In both cases, 
the effects of a devaluation are felt in the variability of output 
even at the 12-year horizon (the longest reported horizon being 12 
years). Conventional macroeconometric models of the newest vintage 
incorporating rational expectations also, on the whole, ,produce 
smooth and relatively ~low reactions to disturbances (Aurikko (1988) 
and Lahti (1989)). 



It is evident that our results, in particular the results concerning 
output, differ markedly from the results generated by Cowles 
Commission-type models of the Finnish economy. While the direction 

of impact is generally the same in the two types of models, our 

results point in some cases toward substantially more rapid 
responses to shocks • 

. 7.2.3 Decompositions or Variance 

The decompositions of variance based on the ful1-sample period are 
reported in Tab1e 7.3. Three quarters of the variability of output 

is accounted for by the inherent dynamics of the output process 

itself at the one- to two-year horizon. Three quarters after the 

occurrence of a money shock or a foreign interest rate shock, 
nonnegligib1e portions of the variability of output can be 

attributed to these factors as we11. Shocks to domestic and foreign 
prices and exchange rate shocks do not account for important 
p'ortions of the variability of the real variab1e. 

On1y the foreign price level seems to have made a substantia1 
contribution to domestic price leve1 variabi1ity. The impact becomes 

nonneg1igib1e about a year after the occurrence of a foreignprice 
shock, and it is strong at the two-year horizon. Given the stretched 
out impulse response of a foreign price shock on the domestic price 
leve1 documented in the previous section, this reinforces the 
impression of the importance of foreign inf1ationary pressures. The 
foreign variables and the policy variable (the exchange rate) are 

essentially exogenous as expected. In particu1ar, the domestic price 

level accounts for hardly any of the variabi1ity of the foreign 

price level. 
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TABLE 7.3 

Variance decomposition for a near VAR model for the vector 
~t = (Yt Pt mt it et pt)1 using data from the period 1960M1 - 1988M8 

Percentage 
of the 
expected 
k-step-
ahead 
squared 
prediction Innovation in 
error in 
variable k Y P m i* e p* 

Y 1 94.0 0.400 0.036 3.51 0.341 1.68 
2 90.6 1.58 0.791 4.53 0.413 2.05 
3 89.4 2.50 1.30 4.48 0.398 1.96 
6 86.2 2.63 2.56 4.60 0.634 3.37 
9 78.9 2.96 5.62 8.05 1.23 3.26 

12 75.5 3.44 7.19 8.48 1.88 3.47 
24 75.5 3.34 7.74 8.01 1.82 3.57 

P 1 0.012 99.1 0.187 0.126 0.525 0.068 
2 0.028 97.1 0.192 1.85 0.565 0.307 
3 0.064 96.0 0.370 2.60 0.548 0.461 
6 0.388 88.9 0.619 3.89 2.11 4.08 
9 0.385 87.6 0.690 3.90 2.07 5.35 

12 0.383 85.5 0.708 3.87 2.03 7.48 
24 0.520 80.0 0.686 3.63 1.91 13.3 

m 1 0.002 0.001 99.3 0.426 0.249 0.057 
2 0.099 0.654 96.9 0.845 1.29 0.190 
3 0.386 0.657 95.7 1.77 1.28 0.207 
6 0.908 1.46 92.4 2.16 2.16 0.938 
9 2.00 1.72 90.5 2.48 2.22 1.10 

12 2.09 1.80 90.2 2.55 2.24 1.13 
24 2.89 1.91 89.0 2.65 2.25 1.29 

i* 1 0.625 0.119 0.076 98.5 0.384 0.271 
2 0.598 0.189 0.408 97.4 0.874 0.489 
3 0.786 0.329 0.405 96.6 0.936 0.991 
6 1.15 0.611 1.08 95.0 1.16 1.04 
9 1.27 0.644 1.19 94.1 1.26 1.51 

12 1.28 0.780 1.22 93.9 1.30 1.54 
24 1.57 0.815 1.27 92.9 1.31 2.09 

e 1 0.014 0.137 0.000 0.057 99.8 0.022 
2 0.035 0.127 0.000 0.058 99.7 0.080 
3 0.034 0.127 0.000 0.064 99.7 0.087 
6 0.036 0.128 0.004 0.069 99.7 0.094 
9 0.037 0.130 0.005 0.071 99.7 0.103 

12 0.037 0.130 0.007 0.072 99.6 0.117 
24 0.054 0.131 0.010 0.074 99.6 0.146 

p* 1 0.051 0.066 0.227 0.009 0.000 99.6 
2 0.064 0.199 0.389 0.415 0.050 98.9 
3 0.205 0.194 2.47 0.657 0.074 96.4 
6 0.667 0.984 2.94 3.04 0.484 91.9 
9 0.813 2.39 3.23 2.69 0.426 90.5 

12 0.846 2.35 3.53 2.60 0.558 90.1 
24 0.946 2.03 3.07 2.24 0.504 91.2 

The madel (7.2;) - (7. 2v;) i s estimated by equati on-by-equation 
unconstrained oLS. In addition to the six elements of ~t' the model 
includes a constant, 11 seasonal dummy variables and "in (7.2;) a 
strike dummY taking the value 1 in 1971M2 - 1971M3 and 0 otherwise. 
Numbers across rows may not sum to 100.000 due to rounding erros. 



With respect to the robustness of the decompositions of variance the 
following observations can be made. The suggestion that money has 
mattered for output variability is robust to all but one alteration. 
Only treating seasonality as a stochastic phenomenon nullifies the 
contribution of money. Using the domestic interest rate instead of 
the foreign interest rate or as an auxiliary variable changes the 
basic results on1y a 1ittle. Rough1y one tenth of the variability of 
output at the one- and two-year horizons is accounted for by the 
(more or 1ess exogenous) domestic interest rate. Hence, monetary 
policy has had effects historically in Finland. The price of oi1 
has, on average, accounted for some eight to nine per-cent of the 
variabi1ity of the foreign price 1eve1 but for on1y four to five per 
cent of the variabi1ity of domestic output. Only a little of 
domestic output variability comes from foreign output movements. 

7.2.4 Analysis of Subperiods 

Summary statistics for the estimated subsample models are colle~ted 
in Table 7.4. The adequate number of lags differs from the full-sample 
results and across subperiods. Explanatory power is fairly high 
during the first subsample, drops during the second subsample, but 
picks up during the last subsample. This could be an outcome of the 
fact that large shocks occurred mainly during the second subperiod 
whi1e the third subperiod has been extraordinari1y calm. 

Subsample impulse responses are portrayed in Figures 7.2a - 7.2k. 
Again, most responses appear more ragged than textbook trajectories 
or impulse responses generated by Cowles Commission-models. Also, 
the short-run dynamics appears, on the whole, to converge almost 
fully within the two-year horizon. Exceptions to this are the 
responses of output during the period 1973M1 - 1988M8. In addition, 
these responses are, on the whole, more volatile than other responses, 
and they are also more volatile than the corresponding responses 

estimated from the first and the third subsamples. All in all, the 
estimated short-run impulse responses generally differ across 
subperiods, and they also generally differ from full-sample responses. 
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TABLE 7.4 

Selected summary statistics for near VAR models using data from 
subperiods 

Time period 1960M1 - 1972M12 
Regressand IlYt IlPt llCt Ilit Mt Ilp~2 

Statistic 

1 7 6 8 6 7 6 
R2 0.962 0.972 0.932 0.309 0.159 0.437 
Q 0.002 0.012 0.361 0.152 0.878 0.207 

Time period 1973M1 - 1988M8 
Regressand IlYt IlPt Ilmt Ilii Ilet IlP:t 

Statistic 

1 12 6 2 2 1 4 
R2 0.974 0.559 0.400 0.122 0.011 0.543 
Q 0.100 0.074 0.061 0.090 0.735 0.228 

Time period 1980M1 - 1988M8 
Regressand IlYt lIPt Ilffit Ilii Ilet 

Statistic 

1 8 4 2 2 5 
R2 0.983 0.601 0.499 0.038 0.304 
Q 0.612 0.029 0.067 0.001 0.051 

1n addition to the variables in the models, the models comprise a 
constant, 11 seasonal dummy variables and, where appropriate, a 
strike dummy taking the value 1 in 1971M2 - 1971M3 and 0 otherwise. 
The models are estimated by equation-by-equation OLS using the 
restrictions rep6rted in expressions (7.3) - (7.5), respectively. 
1 indicates the lag length, R2 is the degrees-of-freedom-corrected 
squared multiple correlation coefficient, and Q is the Ljung & Sox 
(1978) statistic based on four, four and three autocorrelations, 
respectively. Marginal significance levels are reported for Q. For 
notational simplicity we write 1 - L = 11. 



FIGURE 7.2 Impulse responses for near VAR models incorporating 
low frequency restrictions using data from subperiods 
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The result that impulse responses for output estimated from the full 
post-Bretton Woods period are more volatile and less convergent tha~ 
responses estimated from other periods may be interpreted in the 
following way. Recalling that the first two years of the 
post-Bretton Woods subperiod witnessed an extraordinary.amount of 
severe shocks, and that the economic structure was found to be 
nonconstant across the two long subperiods, our findings point toward 
sustained structural change during the years 1973 - 1980. In other 
words, the turbulent years 1973 - 1975 may have initiated slow but 
profound structural changes that took many years to complete. During 
those years, the economy was more vulnerable to shocks than usual, and 
impulse responses based on data from these times reflect both the 
increased vulnerability to shocks and the ongoing structural change. 

Proceeding to the responses of output to shocks of various kinds 
(Figures 7.2a - 7.2g), we begin by scrutinizing the estimates based 
on the subperiod 1960M1 - 1972M12. The real variable is initially 
affected positively by a price shock, negatively at the six-month 
horizon, and again positively at the nine-month horizon. After that, 
the response dampens out in smooth oscillations. The response is far 
from neutral. An unforeseen increase in credit advanced to the public 
fosters output growth during the first quarter while curbing output 
in the third quarter after a shock. One year after a shock the impact 
on the level of output is positive, and after the fifth quarter the 
effect dies outo We interpret this as a short-run nonneutrality 
originating in the credit rationing prevalent during the 1960s and 
the early 1970s. Also, the finding may attest to potency of monetary 
policy during this period. 

The response of.output to a foreign interest rate shock is positive 
·during the first two quarters, whereafter the effect oscillates 
smoothly, converging to the pre-shock level. A somewhat more 
pronounced impact is documented for the effects of a devaluation on 
the real variable. What essentially emerges is a negative stimulus 
to growth during the second quarter after the devaluation, and a 
positive stimulus to growth. during the third quarter. The net effect 
is zero at the two-year horizon. This impact is not altogether 
different from the one estimated using the full sample. 



The responses of the domestic price level to shocks of various kinds 
are reported in Figures 7.2h - 7.2k. A striking feature of the 
response to an output shock is how much more volatile the response 
appears to have been,during the first subsample period than during 
other times. This may reflect the relative closedness of the Finnish 
economy during the 1960s and the early 1970s. A similar finding with 
a similar explanation is documented in the response to a devaluation. 
The devaluation is estimated to have exerted an inflationary impact 
during the first quarter after the shock, but a sizeable deflationary 
effect is found during the second quarter after the devaluation. The 
domestic price level is again higher than before the devaluation 
seven months after the sho.ck, but the response is erratic thereafter. 
It is likely that our difficulties in constructing an exchange rate 
shock show up in this impulse response. 

Moving on to impulse responses estimated from the 1973M1 - 1988M8 
subsample, we begin by scrutinizing the responses of domestic output 
to shocks of various kinds. The response of output to a domestic price 
level innovation is more volatile than during the first subsample 
period. While the response reveals a nonneutral impact of a nominal 
variable on the real variable, any systematic impact is hard to 
detect. The effect of: a money shock also emerges as more volatile 
than the full-sample estimate, but the response is not very systematic. 
Money emerges as markedly nonneutral in the short run while stimulating 
output most at a horizon of 10 to 13 months and continuing to show up 
in output movements throughout the two-year horizon. 

A foreign interest rate shock is estimated to have exerted a 
considerable depressive impact on domestic 'growth during the second 
subsample at the two- to four-month horizon. On the other hand, the 
impact stimulated output six months after the shock. The rest of the 
estimated impact is erratic and nonconvergent. We take this to mean 
that while the foreign interest rate has historically contributed to 
domestic output variability, the impact has, on the whole, been 
somewhat fuzzy, possibly proxying for many foreign variables (see the 
discussion in section 7.2.2). Likewise, the effects of a devaluation 
on output emerge as unbelievably erratic, yet qualitatively resembling 
the full-sample estimate. Again, we suspect that the difficulties in 
modeling this variable explain the estimation result. 
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The impact of a foreign price shock resembles the full-sample 
impact; positive during the first two quarters and during the fifth 
and sixth quarter following a shock. However, the impact is 
essentially zero during the fourth quarter after a shock, and output 
returns to its pre-shock level one and a half years after the shock. 
The impact is thus weaker than when the Bretton Woods period 
experience is allowed to affect the estimate. The response of the 
domestic price level to an unforeseen upward movement in domestic 
output is weaker than during the first subperiod, whereas the 
domestic price level is raised permanently by a devaluation during 
the second subperiod. 

Responses based on data from the 1980s only show the following 
features. Output has initially responded positively to a price 
shock, converging to zero after six months, and turning persistently 
negative thereafter. In other words, the decrease in inflationary 
pressures during the 1980s may have contributed to a strengthening 
of output growth. Or, to put it in yet another way: rises in the 
price level may serve to stimulate output at a one-year horizon, but 
the impact in the long run is detrimental. Money again seems to 
affect the real variable to a considerable extent. The positive 
response peaks five to six months after the shock, and the effects 
dampen out roughly within one and a half years after the shock. 
According to the response, it would be hard to claim anything other 
than that money matters. 

If money matters, so does the foreign interest rate. Apart from an 
outlying positive peak at the six-month horizon, the impact on 
output growth is negative during the two to 10 months following the 
disturbance. However, the impact on the level of output is mixed, 
possibly reflecting the fact that the foreign interest rate proxies 
for foreign economic conditions at large. The effect of a devaluation 
is positive. The devaluations in 1982 and the small exchange rate 
adjustment of 1986 were not the independent cause of any sizeable 
inflationary pressure. The subsample impulse responses are, on the 
whole, robust to the same augmentations and different operationalizations 
as in the corresponding section of the previous chapter. 



Subsample decompositions of variance are reported in Tables 7.5 -
7.7. We begin by looking at Table 7.5, which reports results for the 
subp'eriod 1960M1 - 1972M12. On the whole, some differences exist 
between these results and the full-sample results. The exchange rate 
has accounted for nontrivial portions of output variability during 
the first subperiod. Credit may also have contributed weakly to 
output variabi11ty. The effects of monetary policy in terms of the 
supply of credit show up weakly six months after a policy shock 
while the effect of a devaluation could be felt already three months 
after the devaluation. A year after the devaluation, the exchange 
rate adjustment accounts for one tenth of the variaöility of output. 
The foreign interest rate is of no importance for domestic output 
movements during the 1960s and the early part of the 1970s. 

Credit and the exchange rate account for nonnegligible portions of 
domestic price movements. Unexpected movements in credit show up in 
price level movements three quarters after a shock, while the effects 
of a devaluation were felt strongly already two quarters after the 
deva1uation. At t,he one-year horizon, movements in credit and the 
exchange rate account for nearly three tenths of the variability of, 
the domestic price leve1. The supply of credit has reacted mainly to 
domestic output developments and foreign economic conditions. As 
regards the exchange rate, some degree of feedback between exchange 
rate movements and domestic prices may have existed. The foreign 
interest rate and the price of oi1 are 1arge1y exogenous. The price 
of oi1 does not appear to have contributed noteworthi1y, on average, 
to short-run variabi1ity during the first subperiod. 
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TABLE 7.5 

Varianee deeomposition for a near VAR model for the veetor 
Yt = (Yt Pt et it et p~2)1 using data from the period 1960Ml - 1972M12 

Pereentage 
of the 
expeeted 
k-step-
ahead 
squared 
predietion Innovation in 
error in 
variable k Y P e i* e p02 

Y 1 97.9 0.592 0.112 1.15 0.013 0.234 
2 96.6 0.543 0.611 1.68 0.275 0.311 
3 88.9 0.478 0.567 1.51 6.34 2.17 
6 80.5 2.60 5.15 1.66 7.77 2.37 
9 76.9 3.46 5.55 2.64 9.00 2.45 

12 75.8 3.47 5.68 2.71 9.81 2.58 
24 74.9 3.76 5.94 2.74 10.0 2.63 

P 1 0.013 94.2 0.721 4.12 0.293 0.662 
2 0.159 86.5 3.41 8.78 0.425 0.715 
3 0.781 86.2 3.36 8.26 0.441 0.909 
6 2.31 67.4 4.32 7.08 16.7 2.21 
9 2.71 59.9 12.7 6.23 16.1 2.40 

12 2.84 59.4 12.6 6.68 16.1 2.47 
24 3.79 58.3 13.0 6.47 15.8 2.60 

e 1 0.158 0.089 97.0 2.14 0.552 0.092 
2 1.03 0.074 95.1 1.51 0.402 1.90 
3 1.43 0.336 92.3 3.33 0.711 1.85 
6 3.36 2.27 81.7 7.50 0.990 4.21 
9 6.23 3.24 76.5 8.02 1.01 4.98 

12 9.99 3.18 72.5 8.08 1.21 5.04 
24 10.2 3.31 71.9 8.06 1.35 5.17 

i* 1 2.50 2.19 0.030 95.1 0.101 0.039 
2 2.64 2.29 2.54 91.5 0.605 0.441 
3 2.48 2.11 2.88 90.0 1.03 1.47 
6 2.52 6.77 3.39 82.8 2.65 1.87 
9 3.16 6.44 6.41 79.3 2.75 1.93 

12 3.29 6.68 7.50 77.4 3.29 1.87 
24 3.99 6.95 8.15 75.8 3.23 1.91 

e 1 0.042 0.213 0.029 0.009 97.6 2.10 
2 0.175 0.287 0.193 0.462 96.8 2.12 
3 0.189 0.280 0.478 0.518 94.5 4.02 
6 0;897 1.17 1.30 1.15 91.2 4.31 
9 1.04 6.81 2.11 1.62 84.4 4.04 

12 1.15 7.04 2.66 1.63 83.3 4.26 
24 1.62 7.29 3.45 1.71 81.6 4.31 

p02 1 0.013 0.472 0.454 0.585 3.96 94.5 
2 5.18 1.01 0.395 0.829 4.02 88.6 
3 6.37 0.989 1.51 0.904 3.70 86.5 
6 6.12 1.28 2.79 2.77 3.87 83.2 
9 5.97 1.60 3.09 2.49 3.59 83.3 

12 5.85 1.68 3.62 2.42 3.46 83.0 
24 5.93 1.63 3.83 2.31 3.31 83.0 

The model is estimated by equation-by-equation OLS using the 
restrietions reported in expression (7.3). In addition te the six. 
elements of lt, the model ineludes a eonstant, 11 seasonal dummy 
variables and in the equation for Yt a strike dummy taking the value 
1 in 1971M2 - 1971M3 and 0 otherwise. Numbers aeross rows may not 



Decompositions of variance based on the subperiod 1973M1 - 1988M8 
are reported in Table 7.6. Again, some differences can be detected 
between, on the one hand, these results and full-sample results, and, 
on the other hand, between these results and the first subsample 
results. Output emerges as substantially more endogenous during the 
latter part of the 1970s and the 1980s than during the 1960s and the 
early part of the 1970s. Money, exchange rate and foreign interest 
rate shocks, and possibly also domestic and foreign price shocks, 
all account for nonnegl i'gible parts of the vari abil ity of output 
during the second subperiod. Taken together, these shocks account 
for half the variability of output at the one- and two-year horizons. 
The largest individual influence appears to come from money, which 
accounts for more than one sixth of output movements at these 
horizons. The influence of money and the exchange ra te show up at 
the three-quarter horizon, while the influence pf the foreign 
interest rate is already felt two months after a shock. Output reacts 
more quickly to domestic than to foreign price developments. 

The domestic price level emerges as being dependent on movements in 
the other model variables during the second subperiod. At the 
one-year horizon more than two fifths, and at the two-year horizon 
one half, of the movements in the domestic price level are caused by 
other va ri ab 1 es. More specifi ca lly, the other notab 1 e contri buti ons 
to domestic price level variability come from the foreign price 
level and the foreign interest rate. Unforeseen movements in the 
foreign price level start showing up in the domestic price level in 
the second quarter after a shock, and nearly one third of the 
unforeseen movements in the domestic pricel level are caused by 
foreign prices at the two-year horizon. Foreign interest rate shocks 
contribute to domestic price level variability two months after a 
disturbance. All other variables are more or less exogenous~ 

Moving on to the evidence based on data from the 1980s only, the 
following emerges. Six months after a shock, the foreign interest 
rate accounts for one quarter, and money shocks for one tenth, of 
the unforeseen movements in output. The foreign interest rate 
accounts for sizeable portions of domestic price level variability. 
The exchange rate has reacted to domestic price movements and to a 
lesser extent to foreign interest rate movements. 

173 



174 

TABLE 7.6 

Variance decomposition for a near VAR model for the vector 
~t = (Yt Pt mt it et pt)' using data from the period 1973M1 - 1988M8 

Percentage 
of the 
expected 
k-step-
ahead 
squared 
prediction Innovation in 
error in 
variable k Y P m i* e p* 

Y 1 93.4 0.092 0.314 2.31 0.250 3.60 
2 80.0 6.15 1.58 9.31 0.208 2.75 
3 78.4 7.65 2.00 8.52 0.193 3.24 
6 67.7 7.33 5.56 10.1 4.20 5.09 
9 54.2 6.59 13.8 10.8 8.74 5.95 

12 48.3 6.94 14.9 11.8 12.2 5.94 
24 48.1 7.67 16.0 10.8 11.6 5.84 

p 1 0.309 95.2 0.056 3.19 0.004 1.27 
2 0.276 84.1 1.39 12.0 0.967 1.25 
3 0.343 79.2 1.71 12.2 2.68 3.79 
6 1.26 69.3 2.79 15.2 2.77 8.67 
9 1.78 60.0 3.78 13.3 2.68 18.5 

12 1.71 56.2 3.65 12.4 2.79 23.3 
24 2.24 49.5 3.42 11.0 3.08 30.8 

m 1 0.084 0.025 98.5 0.334 0.330 0.744 
2 0.307 0.022 97.7 0.294 0.788 0.875 
3 0.336 0.206 97.2 0.556 0.785 0.880 
6 0.368 0.228 97.0 0.663 0.835 0.904 
9 0.377 0.259 96.8 0.697 0.863 0.979 

12 0.378 0.279 96.7 0.734 0.873 0.991 
24 0.583 0.317 96.4 0.768 0.926 1.03 

i* 1 0.005 0.047 0.002 97.7 2.08 0.210 
2 0.131 0.476 0.013 96.0 1.99 1.44 
3 0.301 2.76 0.191 91.7 3.05 2.01 
6 0.328 3.05 0.251 90.6 3.54 2.26 
9 0.380 3.28 0.407 89.9 3.60 2.39 

12 0.380 3.33 0.413 89.7 3.66 2.47 
24 0.551 3.36 0.479 88.9 3.73 2.93 

e 1 0.050 0.013 0.240 0.258 99.4 0.008 
2 0.110 0.053 0.454 0.264 99.1 0.011 
3 0.111 0.056 0.460 0.304 99.1 0.018 
6 0.117 0.059 0.494 0.320 99.0 0.023 
9 0.118 0.062 0.527 0.324 98.9 0.027 

12 0.119 0.066 0.533 0.334 98.9 0.030 
24 0.182 0.077 0.557 0.346 98.8 0.039 

p* 1 0.014 0.359 0.007 0.001 0.201 99.4 
2 0.102 0.891 0.383 0.111 0.873 97.6 
3 0.093 1.56 1.18 0.128 2.52 94.5 
6 0.112 1.51 1.38 1.37 2.89 92.7 
9 0.110 1.38 1.34 1.25 2.71 93.2 

12 0.110 1.31 1.28 1.21 2.60 93.5 
24 0.160 1.24 1.21 1.16 2.50 93.7 

The model is estimated by equation-by-equation OLS using th_e 
restrictions reported in expression (7.4). In addition to the six 
elements of lt. the model includes a constant and 11 seasonal dummy 
variables. Numbers across rows may not sum to 100.000 due to 
r,ounding errors. 
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TABLE 7.7 

Variance decomposition for a near VAR model for the vector 
~t ~ (Yt Pt mt ii et)' using data from the period 1980M1 - 1988M8 

Percentage 
of the 
expected 
k-step-
ahead 
squared 
prediction Innovation in 
error in 
variable k Y P m i* e 

Y 1 82.3 0.002 0.205 16.8 0.756 
2 83.0 0.442 1.07 14.0 1.42 
3 81.8 0.723 1.81 . 13.9 1. 76 
6 61.4 1. 73 10.1 24.1 2.67 
9 53.5 2.57 14.5 25.7 3.74 

12 52.4 2.62 14.7 26.5 3.79 
24 51.2 3.14 15.2 26.5 3.95 

P 1 0.104 97.3 0.561 0.911 1.09 
2 2.16 77.0 0.432 19.6 0.842 
3 2.30 71.5 1.59 16.5 8.13 
6 3.60 62.4 1.84 25.4 6.74 
9 3.81 62.2 2.99 24.5 6.41 

12 3.86 61.3 3.40 25.2 6.27 
24 3.88 60.9 3.52 25.5 6.16 

m 1 0.225 0.000 97.4 2.21 0.158 
2 0.245 0.006 96.4 3.17 0.216 
3 0.981 0.065 95.3 3.37 0.239 
6 2.26 0.100 93.8 3.61 0.270 
9 2.57 0.136 92.8 4.08 0.438 

12 2.58 0.208 92.6 4.20 0.448 
24 2.61 0.241 92.4 4.24 0.464 

i* 1 0.389 0.010 0.278 99.0 0.301 
2 0.409 0.095 0.546 98.6 0.307 
3 1.11 0.139 2.58 95.6 0.567 
6 1.41 0.229 2.70 95.1 0.574 
9 1.48 0.236 3.25 94.4 0.642 

12 1.52 0.270 3.30 94.2 0.656 
24 1.54 0.286 3.34 94.2 0.664 

e 1 0.005 0.001 0.005 0.119 99.9 
2 0.056 20.6 0.348 4.45 74.5 
3 0.595 30.8 0.309 4.02 64.3 
6 2.88 30.0 0.833 8.97 57.3 
9 3.15 28.9 2.14 9.90 56.0 

12 3.16 28.1 3.48 11.3 53.9 
24 3.29 28.2 3.65 11.8 53.0 

The model is estimated by equation-by-equation OLS using the 
restrictions reported in expression (7.5). In addition to the five 
elements of lt, the model includes a constant and 11 seasonal dummy 
variables. Numbers across rows may not sum to 100.000 due to 
rounding errors. 
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Before leaving conventional subsample decompositions of variance, 
some comments on the robustness of the results are in order. With 
regard to the period 1960M1 - 1972M12, augmenting the model with the 
domestic interest rate, foreign output or foreign prices all nullify 
the weak contribution of credit that was documented in Table 7.5. 
The auxiliary variables themselves do not add substantially to the 
model, and the other basic results also remain practically unaltered. 
We thus conclude that while credit advanced to the public has had a 
nonneutral impact on the real variable during the 1960s and the 
early 1970s, the quantitative impact on output has been on the whole 
minimal. These findings are in line with the results of Raatikainen 
& Takala (1985), who using causality tests conclude that the supply 
of credit has not been causally prior to real output. 

Augmenting the model for the period 1973M1 - 1988M8 with the domestic 
interest rate reveals that it has shown up weakly in domestic output 
movements with a lag of one quarter. Foreign output accounts for 
just over one tenth of domestic output variability in the short runo 
The inclusion furthermore downplays the roles of money and the 
foreign interest rate. We thus again register a caveat to the view 
that monetary factors are of quantitative importance for output 
fluctuations. Our results resemble the early international VAR 
findings according to which the importance of money vanishes when 
sparse models are enlarged. Fiscal policy may have accounted for 
more than one tenth of domestic output variability in the short runo 
This effect is both stronger and starts to operate more rapidly than 
do unforeseen movements in the domestic interest rate. The proxy for 
fiscal policy is, on the whole, exogenous. 

Five to 14 per cent of the short-run movements in domestic output 
have been caused by oil price fluctuations during the period 
beginning with the first oil shock. Movements in the import price 
index for energy yield the lower estimated percentages while genuine 
oil price movements yield estimates in excess of 10 per cent. Basing 
the estimate on a period essentially containing only oil price rises 
(1973M1 - 1985M12) attributes one fifth of output variability to the 
oil price rises in the very short run, and one quarter of output 
variability at the one-year horizon. Hence, while average unforeseen 



oi1 price movements have been fair1y unimportant for domestic output 
variabi1ity, the exceptiona11y 1arge oi1 shocks have had profound 
impacts on output movements. Again, the distinction between nomina1 
and rea1 oi1 prices is not quantitative1y important. 

Turning to sensitivity ana1yses for the period 1980M1 - 1988M8, the 
fo11owing emerges. Money matters for output deve1opments, and this 
is robust to a11 our a1terations of the ana1ysis. One tenth to one 
fifth of output variabi1ity comes from f1uctuations in the stock of 
narrow money.8 At the one-year horizon, the domestic interest ra te 
accounts for approximate1y one tenth of the variabi1ity of output, 
whi1e one seventh of the f1uctuations in output can be attributed to 
the foreign interest rate. The domestic interest rate, in turn, is 
found to beinf1uenced most by the foreign interest rate. A 
nonneg1igib1e impact occurs with a one-month 1ag', and rough1y one 
quarter of the variabi1ity of the domestic interest rate is accounted 
for by the foreign interest rate at the one-year horizon. Output, 
domestic prices and money a1so de1iver nonneg1igib1e contributions 
to domestic interest rate variabi1ity in the short runo 

Contro11ing for foreign output movements again revea1s an effect of 
just over one tenth for foreign output for domestic short-run output 
variabi1ity. On1y one quarter of the variabi1ity of domestic output 
is attributed to the inherent dynamics of the output process itse1f 
during the 1980s. The fisca1 po1icy variab1e accounts for one sixth 
of output variabi1ity at the one-year horizon. Foreign price 
movements account for one sixth of the variabi1ity of the domestic 
price 1eve1 at the two-year horizon. 

Some 12 to 22 per cent of the short-run movements in domestic output 
have been caused by oi1 price f1uctuations during the 1980s. One 

8A proponent of the rea1 business cyc1e mode1 might appea1 to the 
notion of "reverse causation", and argue that the observed 
corre1ation between money and output comes from the response of Ml 
to techno1ogy shocks which are the true causes of output 
f1uctuations. We wou1d not subscribe to such an interpretation, 
however, since it can be argued that techno1ogy shocks are 
contro11ed for in our ana1ysis through the innovations in output. 
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exp1anation for the increased ro1e of the price of oi1 may lie in 
the different importance of the bi1atera1 trade with the COMECON 
countries (see the discussion in section 6.2.1 of chapter 6). 
Movements in the import price index for energy yie1d higher 
estimated percentages whi1e genuine oi1 price movements yie1d 
estimates sma11er than 16 per cent. This is the reverse of the 
finding based on the fu11 post-Bretton Woods period. It may be a 
consequence of the fact that substitution away from oi1-intensive 
production has occurred after the first oi1 shock. 9 Again, the 
distinction between nominal and rea1 oi1 prices is not 
quantitatively important. 

We conc1ude the subsample analysis by uti1izing both impulse 
responses and decompositions of variance to go beyond the division 
of the fu11 sample into three subsamples. Shortening the time span 
of the ana1ysis even further, it may be of interest to assess the 
ro1e that different shocks played in specific historical epis?des. 
This can be accomp1ished by calculating moving weighted aver~ges of 
short-run structural forecast errors in output. The weights are 
given by the estimated cumu1ative impu1se responses for autput, and 
the forecast horizon is set at two years in order to conform ta our 
definition of the short runo Hence, the estimates have the 
interpretation of components of two-year ahead forec&st errors in 
output. The basic fu11 samp1e specification is used, and the 
empirical evidence is presented in Figure 7.3. 

9Between 1973 and 1986, the proportions of energy COnsumed oy 
Finnish industry changed as fo110ws: oi1 products dec1;ned from 45 
per cent to 22 per cent, e1ectricity increased from 20 per cent to 
27 per cent, and natural gas (which was new on the market) increased 
by nine per cent (The Price of Energy as a Factor Influencing the 
Investment Decisions of Industria1 Companies (1988)). In addition, 
I1makunnas & Törmä (1989) present some evidence of structura1 change 
in factor substitution in Finnish manufacturing. 



FIGURE 7.3 

Components of forecast error for output as identified from the vector 
~t = (Yt Pt mt it et pt)' using 10w frequency restrictions and data 
from the period 1960M1 - 1988M8 
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We first turn to output deve10pments, and notice inherent1y strong 
growth in the 1ate 1960s, fo110wed by a dec1ine in 1970, which 
cu1minated in the major strike in ear1y 1971. Output bare1y has time 
to recover from the strike before the pro10nged and sizeab1e downturn 
fo110wing the first oi1 price shock set in. Some improvement in 
output deve10pments is found during the 1atter ha1f of the 1970s, but 
the second oi1 price shock again cuts back output growth somewhat. A 
striking feature of the remainder of the estimate is the long and 
very steady growth of the 1980s. Our estimate does not revea1 any 
innerent cyc1ica1ity in output. 

Movements in the domestic price 1eve1, which, on average, exp1ained 
on1y a fraction of the short-run variabi1ity of output, may have 
spurred growth somewhat, main1y on three occasions during our samp1e 
period. Two instances occur during the 1960s, and the third 10nger, 
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but 1ess forcefu1, occurs in the years fo11owing the first oi1 price 
shock. According to the estimate, the burst of inf1ation in the 
mid-1970s may have served to counteract the economic slowdown. 
Deve10pments in the price 1eve1 may have contributed to the curbing 
of output growth in 1969 and in 1970. The contribution of price 
1eve1 movements to output growth ceased during the 1980s. 

The stock of narrow money was estimated to have caused, on average, 
eight per cent of the variabi1ity of output. Figure 7.3 shows that 
the inf1uence of money on output has varied considerab1y with both 
substantia1 positive and marked1y negative contributions. Thus the 
upturn during the 1ate 1960s and ear1y 1970s may be attributab1e to 
monetary deve1opments. Likewise, monetary factors seem to have 
contributed ~o the rebound from the meta1 and engineering strike in 
the early 1970s and to output growth during the last two years of 
our sample. Negative contributions to growth occur e.g. during the 
mid-1960s, in 1977 - 1978 and in 1980 - 1981. 

The foreign interest rate, which according to our estimate also 
caused, on average, eight per cent of the movements in domestic 
output, was of negligibre importance during the 1960s. It may have 
contributed to the slowdown in 1970, and it was most likely one 
factor curbing output developments following the first oil price 
shock. On the whole," foreign interest ra te movements have 
contributed more to output fluctuations after the breakdown of the 
Bretton Woods than before. Foreign price level movements, on the 
other hand, are estimated to have contributed to domestic output 
variabi1ity mainly during the 1970s. The inf1uence of the exchange 
rate is mainly limited to the years following devaluations. Such 
periods stand ou"t following the devaluations in 1967,1977,1978 and 
1982. During these times, the exchange rate has contributed 
considerably (positively) to output movements. The small exchange 
ra te adjustment in 1986 induced no growth, however. 

Before concluding the analysis of short-run fluctuations, it may be 
interesting to contrast the findings for Finland with those of other 
small open economies. Keeping within the realm of VAR analyses, this 
amounts to a comparison with Burbidge & Harrison (1985) and Kuszczak 



& Murray (1987) for Canada and Genberg et al. (1987) and Kugler 
(1989) for Switzerland. Using index models, Krieger (1989) also 
presehts related results for Canada. The overall impression is that 
the Finnish economy has been the most closed and the Swiss economy 
the least closed. There are considerable differences in the 
estimated degree of openness for these three small open economies. 
While foreign factors, on average, have accounted for one fifth of 
the variability of Finnish output at the two-year horizon, the 
corresponding figures are in excess of one half for Canada and three 
quarters for Switzerland. The corresponding values for the domestic 
price level are one sixth, one half and two thirds. 

Moreover, while the Finnish economy appears to have become more open 
over time, the opposite emerges in the case of the Canadian economy. 
Movements in Swiss output have likewise become less determined by 
foreign influences whereas Swiss prices have become more closely 
tied to foreign developments. While a direct comparison of the 
results is not altogether straightforward, and the analyses for 
Canada and Switzerland can be criticized (see section 2.1 of chapter 
2), the comparison tends to reinforce the impression that the 
Finnish economy may not have been as open historically as perhaps 
thought previously. The comparison also raises a question about the 
empirical content of the label "small open". 

7.3 Conclusions 

The aim of this chapter has been to provide empirical evidence on 
the short-run effects of shocks hitting the Finnish economy. This 
was carried out using a VAR model incorporating low frequency 
restrictions. The model derives from the theoretical and empirical 
analyses of the previous chapter. The identifying restrictions 
derive from the empirical evidence presented in the previous chapter 
- not from ad hoc or theoretical considerations. What is gained by 
basing the restrictions on empirical evidence is that the 
credibility of the identifying assumptions - which is typically 
subject to doubt - can be, and in the current study has been, 
increased through demonstrations of the robustness of the empirical 
evidence from which the restrictions derive. 
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The results can be summarized in the following way. The effects of 
shocks tend to peak within a one-year horizon, and impacts dampen 
out within two years after a shock. The response of the domestic 
price level to a shock in foreign prices is very slow, however. The 
direction of impact is, in the majority of cases, in accordance with 
what conventional wisdom leads one to expect. Money and prices are 
found to be nonneutral in the short runo While these results are 
robust up to an unknown estimation uncertainty, they indicate that 
changes in short-run dynamics have taken place within our sample 
period. In general, the responses of the economy to unanticipated 
events have become more rapid and pronounced. In addition, the 
turbulent period 1973 - 1975 has initiated structural changes which 
contributed to temporarily high vulnerability to shocks during the 
latter parts of the 1970s. 

Finnish output emerges as decreasingly exogenous over time, with 
roughly one fifth of the short-run variability attributable to 
inherent output dynamics, two fifths to other domestic factors and 
the reminder to foreign fa~tors during the 1980s. In particular, 
foreign output, the foreign interest rate, the price of oil and the 
fiscal policy stance have begun to contribute nonnegligibly to 
short-run output variability since the breakdown of Bretton Woods. 
Furthermore, money and domestic interest rate developments emerge as 
quantitatively important in the 1980s. Hence, both monetary and 
fiscal policy h.ave contributed to short-run real variability. 
Movements in the exchange rate made important'contributions to real 
variability during fairly short periods following devaluations. 
Caution in interpreting the empirical evidence is, however, 
mandatory because of the possibly large estimation uncertainty. 
Nevertheles~, our study challenges conventional macroeconometric 
models of the Finnish economY through the documentation of 
nonconstant and fairly rapid short-run dynamics. 



8 SUMMARY AND CONCLUDING REMARKS 

In th,is study we set out to empirically assess the main sources and 
characteristics of aggregate fluctuations in the Finnish economy. 
This entails generating stylized facts of the effects over time of 
different kinds of foreign and domestic shocks using historical data 
on key macroeconomic variables. Seasonally unadjusted monthly data 
from the period 1960 - 1988 were employed. Empirical regularities 
were documented using structural vector autoregressions taking into 
account multivariate cointegration. This data-oriented'approach 
imposes as few prior beliefs as possible, and it put~ emphasis on 
shocks and dynamics. The approach yields shocks that are structural 
in the sen se of being pertinent to a certain variable or to a 
meaningful function of variables. 

The study was set up in the following way. After some introductory 
words, a presentation of the topic and of earlier research was given. 
We then introduced the macroeconometric framework utilized throughout 
the study. With regard to the empirical study, the analysis was 
divided into four parts. In the first part we studied the joint 
integration properties of our data. We assessed univariate time 
series properties through tests for unit roots, and multivariate 
aspects through maximum likelihood methods. The analysis served to 
provide information about how the data should be stationarized, how 
seasonality should be addressed, what distribution theory was 
appropriate when testing in the subsequent models, and about long-run 
equilibria affecting the specification of the subsequent models. The 
joint integration properties of key foreign and Finnish macroeconomic 
variables may also be interesting in their öwn right. 

The second empirical part of the study focused on the variab'le of 
ultimate interest, i.e. output. We employed a Wold causal chain 
model to analyze international output dynamics comprising Finnish 
output and the output of nin~ other OECD countries. The remaining 
two empirical parts focused on the sources and nature of Finnish 
real and nominal economic variability both in the long run and the 
short runo While evidence was presented to support the view that the 
same shocks are responsible for fluctuations at both ends of the 
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spectrum, we devoted separate chapters to the study of long- and 
short-run variability in order to let the data speak as freely as 
possible about both low and high frequency movements. Sensitivity 
analyses with respect to, inter alia, the choice and operationalization 
of variables and the estimation period were made throughout the 
empirical chapters. 

The empirical results generated in the current study are numerous, 
to say the least, and quite detailed. The multitude of findings 
serves to give a comprehensive picture of the topic and aids in 
checking the sensitivity and consistency of our results. On the 
other hand, the wealth of details hampers the summarizing of our 
results. Hence, the reader interested in detailed findings is 
encouraged to consult the summaries concluding each of the four 
empirical chapters. In the current exposition, only the main 
findings will be recapitulated. We now turn to these main results. 

With respect to the joint integration properties of our data, the 
following tentative conclusions were reached. In a fairly 
comprehensive vector of key foreign and domestic macroeconomic 
variables, all but one ~ariable is integrated of order one at the 
zero frequency. Thus e.g. output, prices, money, interest rates and 
the exchange rate belong to the difference stationary class of time 
series. The exception is the real rate of interest, which does not 
display unit root nonstationarity. Seasonality was found to be 
essentially a deterministic phenomenon. Trivariate cointegration 
among the output of the U.S., two alternative aggregates of 
middle-sized economies, and the Finnish economy was detected. 
Similarly, Finnish output and key nominal foreign and domestic 
variables have appeared in two long-run equilibrium relationships. 
Our analysis constitutes an empirical example of the superiority of 
the maximum likelihood approach to testing for cointegration in 
comparison with the two-step approach. 

The analysis of international output dynamics yielded the following 
conclusions. U.S. economic activity essentially calls the tune, 
middle-sized economies influence mainly each other and small 
economies, and the Finnish economy reacts to, but does not 



influence, other economies. Finnish output is contemporaneously 
influenced by foreign output. The effects of output movements in one 
country on output i n another country in general peak duri ng the 
third or fourth quarter following a shock, and most contributions to 
output variability have vanished two years after a shock. In general, 
foreign output shocks have permanent effects on the level of 
domestic output. Finland has, in terms of output developments, been 
relatively closed, historically. 

In our analysis of the long-run impact of real and nominal shocks 
the following conclusions were reached. No sizeable long-run impact 
of nominal shocks, including economic policy, on Finnish real output 
was found. Half of an unforeseen movement in domestic output 
persists into the infinite future, however. Thus the common practice 
of measuring the size of a bo om or a recession as the deviation from 
a deterministic trend overstates the relevant deviation. It is 
argued that the stochastic part of the trend in output arises mainly 
from supply side shocks. Domestic long-run output developments are 
only weakly related to foreign growth impulses, but foreign price 
developments are eventually crucial for domestic prices. The 
exceptionally large shocks of 1973 - 1975 have had permanent effects 
in the sense that they triggered structural changes that took years 
to complete and which altered the short-run dynamics of the economY. 
However, average movements in the price of oil have contributed to 
long-run movements in the Finnish economy to a lesser extent than in 
many other economies. It is argued that this is because of the 
bilateral trade agreement between Finland and the Soviet Union. 

In the analysis of the short-run impact of shocks the following 
conclusions were reached. The response of the Finnish economy to 
shocks has typically not been as slow as indicated by previQus 
estimates. The response tends to peak within a one-year horizon, and , 
the impact settles down fairly well within two years after the 
shock. The effect on the domestic price level of a shock in foreign 
prices is slow, however. Money and prices are nonneutral in the 
short run, but their quantitative impact on the real variablehas 
been small ~ historically. By contrast, both monetary and fiscal policy 
have attributed to short-run variability, .at least during the 1980s. 
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Changes in Finnish short-run dynamics have most likely taken place 
during our sample period. Domestic output has become increasingly 
susceptible to shocks, with roughly one fifth of the short-run 
variability attributable to inherent output dynamics, two fifths to 

·other domestic factors and the reminder to foreign factors in the 
1980s. More specifically, foreign output, the foreign interest rate, 
the price of oil and some manifestations of fiscal policy have begun 
to contribute nonnegligibly to output variability since the end of 
the Bretton Woods era. Money and the domestic interest rate 
influenced output in the 1980s. Domestic prices have also become 
more endogenous over time, mainly reacting to shocks to foreign 
prices and the foreign interest rate. Our findings caution against 
the common practice of basing inference about current short-run 
dynamics on data from the 1960s and the early 1970s. 

The shocks driving the economic system are zero mean entities that are 
temporally independent, but they are nonnormally distributed. Most shocks 
are small, but occasionally large shocks predominantly of one sign have 
occurred, and such large shocks of various kinds have typically hit the 
economy in clusters during periods of two to three years of duration. 
The years 1973 - 1975 stand out as particularly turbulent, while the 
1980s emerge as remarkably calm. Short-run variability in the Finnish 
economy is the result of the occurrence of different kinds of shocks, 
both foreign and domestic, supply and demand, and real and nominal. 

Lastly, we wish to state some general cautionary words about the 
reliability of the results. Our results are empirical, and there is 
always room for a healthy dose of scepticism about empirical evidence 
- our study can be no exception to this. The small number of 
variables entering our models is a drawback from a conventional 
macroeconQmetric point of view. Likewise, the absence of assessments 
of sampling uncertainty implies a caveat to our results. Last but 
not least, out statements about causation are based on correlation, 
but correlation is merely a necessary, not a sufficient, condition 
for causatiQn. 



LIST OF SYMBOLS 

In some cases, the same symbol has been used in different contexts in 
different meanings, but the meaning of a symbol has been spelled out 
in each context so as to avoid confusion. Conventional mathematical 
symbols are not included in the list of symbols. In the main· text, a 
tilde under a symbol denotes a vector. A bold-face letter denotes a 
matrix. A dot above a variable denotes its time derivative. A bar 
above a variable denotes a fixed value. The superscript e denotes 
the expectation of a variable. Symbols of data variables are listed 
in Appendix 1. 

a unit root test regression coefficient 
b unit root test regression coefficient 
d number of deterministic variables 
f indicator index 
h unit root test regression·coefficient 
i indicator index 
j indicator index 
k number of steps ahead forecasted 
1 length of autoregression 
m indicator index 
n number of variables 
p order of correction for serial dependence in unit root tests 

for a nonseasonal time series 
q order of correction for serial dependence in unit root.tests 

for a seasonal time series 
r number of cointegration relationships 
s indicator index 
t time index 
u exogenous variable 
v variable.in unit root test regressioD 
w endogenous variable 
W exogenous variable 
W exogenous, nonlagged variable 
x variable in unit root test regression, 'endogenous variable 
y generic symbol for variable 
z equilibrium error 
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G 
H 
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N 
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U 
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a 

y 

ö 

n 
1 

K 

v 

o 

attractor set 
matrix 
matrix 
matrix 
matrix, intermediate econol11Y 
matrix, Finland 
matrix 
matrix, Heaviside unit step function 
information set 
number of shocks 
matrix 
matrix 
number of observations 
U.S.A. 
matrix 

cointegration coefficient, parameter 
parameter 
Dirac delta function 
generic symbol for shock 
VAR resi dual 
orthogonalized and scaled VAR residual 
indicator variable 
indicator variable 
relative forecast error variance 
eigenvalue 
unit root test regression residual 
structural shock 
deviation form variable 
eigenvector, or element of eigenvector 
indicator variable 

o indicator variable 
~ matrix in Jordan decomposition of ~ 
(s) weight 

r matrix of VAR coefficients 
A matrix in Jordan decomposition of ~ 
~ ma~rix allocating shocks to variables 



rr long-run coefficient matrix 
E spectral density matrix 
T covariance matrix of forecast errors 
~ matrix representing propagation mechanism 
~ covariance matrix of shocks 
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APPENDIX 1 

Data Sources and Construction of Variables 

The main data sources are the OECD (Main Economic Indicators) 
(OECD), the Bank of Finland (BF) and the Central Statistical Office 
of Finland (CSOF). The data consist of seasonally unadjusted monthly 
observations from 1960Ml - 1988M8. Some variables cover a shorter 
period. The data are available from the author upon request. 

U.S. total industrial production y*U 

Volume index of U.S. total industrial production, 1980 = 

100, OECD. 

Intermediate economY 1: total industrial production y*E 

Volume index of weighted average of the total industrial 
production of Belgium, France, Germany, Italy, Japan, the 
Netherlands, Sweden and the U.K., 1980 = 100. Weighting 
is by annual real GDP in USD, OECD. 

Intermediate economy 2: total industrial production y*E* 

Volume index of weighted average of the total industrial 
production of Belgium, France, Germany, Italy, Japan, the 
Netherlands, Sweden and the U.K., 1980 = 100. Weighting 
is by monthly Bank of Finland currency index weights, BF, 
OECD. 

Total industrial production y 

Volume index of Finnish total industrial production, 
1980 = 100, BF. 



Consumer prices p 

Index 1981 = 100, CSOF. 

Ml m 

Billion FIM at current prices, BF. 

Credit advanced to the publie c 

Billion FIM at current prices, BF. 

Foreign short-term interest rate i* 

International weighted interest rate 1960Ml - 1981M12 in 
Belgium, Germany, the Netherlands, SWltzerland, the U.K. 
and the U.S., OECD. 
International weighted interest rate 1982M1 - 1986M10 of 
eight currencies, BF. 
International weighted interest ra te 1986M11 - 1988M8 of 
twelve currencies, BF. 
Weighting is by monthly Bank of Finland currency index 
weights, BF. 
The interest rates have been linked to the international 
weighted interest ra te of twelve currencies to adjust for 
changes in levels. All interest rates refer to three
month paper. The interest rates are nominal per annum 
end-of-month observations expressed as percentage points. 

Real foreign short-term interest rate i* - p* 

Per annum end-of-month observatiöns expressed as 
percentage points using i* and p* and a three-month 
inflation rate, BF, OECD. 
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Exchange rate e 

FIM/USD exchange rate 1960M1 - 1970M12, BF. 
Bank of Finland currency index 1971M1 - 1988M8, 1982 = 

100, BF. 
The FIM/USD exchange rate has been linked to the Bank of 
Finland currency index. 

Real exchange rate er 

Index employing p, e and consumer prices from France, 
Germany, the Netherlands, Sweden, the U.K. and the U.S., 
1982 = 100. Weighting is by monthly Bank of Finland 
currency index weights, BF. 

Foreign total industrial production y* 

Volume of weighted average of the total industrial 
production of Belgium, France, Germany, Italy, Japan, the 
Netherlands, Sweden, the U.K. and the U.S., index 1980 = 

100. Weighting is by monthly Bank of Finland currency 
index weights, BF, OECD. 

Foreign consumer prices p* 

Index of weighted average of consumer prices in Belgium, 
Denmark, France, Germany, Italy, Japan, the Netherlands, 
Sweden, Switzerland, the U.K. and the U.S., 1980 = 100. 
Weighting is by monthly Bank of Finland currency index 
weights, BF, OECD. 

Fiscal policy stance g 

Central government net borrowing requirement deflated by 
p 1968M1 - 1988M8, billion FIM, Finnish Ministry of 
Finance, CSOF. 



Oil price pOl 

Index of imported crude oil at current prices 1969M1 -
1988M8, 1980 = 100, BF. 

Real oil price p01r 

Index employing pOl and p* 1969M1 - 1988M8, 1980 = 100, 
BF, OECD. 

Import price of mineral fuels p02 

Index 1949 = 100, BF. 

Real import price of mineral fuels p02r 

Index employing p02 and p*, 1949 = 100, BF, OECD. 

Short-term interest rate i , 

Marginal interest rate on credit advanced by the Bank of 
Finland to commercial banks 1960M1 - 1982M2, Saarinen (1986). 
Interest ra te on new certificates of deposit 1982M3 -
1986M12, BF. 
Three-month HELIBOR 1987M1 ~ 1988M8, BF. 
The interest rates are nominal per annum end-of-month 
observations expressed as percentage points. 

Real short-term interest rate i - P 

Per annum end-of-month observations expressed as 
percentage points using i and p ~nd a three-month 
inflation rate, Saarinen (1986), BF, CSOF. 
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Terms of trade p/p* 

Index employing p and p*, 1980 = 100, BF, OECD. 

Time trend time 

Linear time trend: 0.01, 0.02, 0.03, •••• 

Seasonal dummy variables Di 

12 dummy variables with i:th variable taking the value 1 
in the i:th month and the value 0 otherwise. 
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APPENDIX 2 

Graphs of Variables 
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TABLE A3.1 

Autocorrel.tions of differenced •• ri.b1e. 
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-0.149 -0.113 -0.024 -0.046 0.249 0.016 0.055 0.053 0.050 -0.030 0.049 -0.107 0.295 0.137 0.014 0.006 0.053 0.006 0.022 0.021 0.062 

-0.245 -0.331 -0.276 -0.128 0.141 -0.092 0.089 -0.034 -0.033 0.011 0.054 -0.285 0.386 -0.158 0.000 -0.015 0.025 -0.009 -0.108 -0.108 0.028 

-0.148 -0.068 -0.220 -0.330 0.214 -0.170 0.153 0.101 0.106 0.011 0.061 -0.120 0.348 -0.293 -0.012 -0.035 0.014 -0.031 --0.001 -0.008 0.037 

0.856 0.991 0.981 0.918 0.228 0.539 0.422 0.087 0.094 -0.015 0.016 0.994 0.493 0.564 -0.008 -0.001 0.107 0.060 0.154 0.156 0.058 

-0.165 -0.091 -0.203 -0.325 0.157 -0.185 0.145 -0.028 -0.025 -0.009 0.006 -0.140 0.292 -0.146 -0.035 -0.040 -0.039 -0.013 0.039 0.040 0.045 

-0.275 -0.323 -0.271 -0.128 0.138 -0.029 0.040 -0.124 -0.122 -0.014 0.026 -0.271 0.283 -0.213 0.013 -0.013 -0.001 -0.029 -0.102 -0.101 0.015 

-0.155 -0.111 -0.033 -0.054 0.137 0.013 0.011 -0.154 -0.156 -0.028 0.002 -0.106 0.297 0.113 -0.030 -0.015 -0.035 -0.050 -0.012 -0.012 -0.114 

0.023 -0.139 -0.072 -0.019 0.112 -0.071 0.022 -0.025 -0.028 -0.034 0.002 -0.143 0.224 -0.017 -0.028 -0.032 -0.031 -0.049 -0.082 -0.083 0.004 

0.070 0.063 0.043 0.023 0.081 -0.082 0.041 0.038 0.038 -0.020 -0.003 0.056 0.234 0.195 0.024 0.016 0.032 0.029 -0.004 -0.005 -0.071 

0.051 0.201 0.108 0.028 0.184 0.261 0.044 -0.061 -0.070 -0.014 -0.011 0.215 0.273 -0.316 0.011 0.023 -0.004 -0.019 0.003 0.002 0.150 

0.038 0.068 0.062 0.020 0.051 -0.116 0.046 -0.115 -0.115 -0.005 -0.011 0.063 0.188 0.101 0.020 0.021 0.038 0.052 -0.003 -0.003 -0.042 

0.021 -0.150 -0.084 -0.014 0.092 -0.024 -0.014 -0.096 -0.097 -0.021 0.017 -0.155 0.150 -0.001 0.033 o.on 0.018 0.086 0.007 0.006 0.018 

-0.144 -0.112 -0.025 -0.053 0.142 -0.011 -0.107 -0.019 -0.011 -0.029 -0.003 -0.106 0.273 0.176 0.051 0.051 0.009 0.002 0.008 0.001 -0.031 

-0.248 -0.335 -0.271 -0.122 0.109 -.0.123 -0.083 0.014 0.018 -0.049 0.006 -0.290 0.220 -0.124 0.030 0.039 0.006 0.002 -0.028 -0.029 -0.011 

23 -0.156 -0.051 -0.218 -0.328 0.082 -0.085 0.026 -0.168 -0.166 -0.018 0.034 -0.108 0.229 -0.307 -0.002 -0.014 0.037 0.004 -0.044 -0.042 -0.043 

24 0.847 0.992 0.972 0.910 0.196 0.478 0.193 -0.052 -0.041 0.049 0.030 0.998 0.419 0.481 0.026 0.035 0.019 0.014 0.134 0.135 0.048 

A11 autocorre1ation. are based on data from the time period 1961lM1-1988M8, except the autocorrelation. for the varlab1es "9, "pOl and "p01r whlch are based on data from the 

time period 1913Ml - 1988M8. The approxlmate two standard error criUcal va1ue is 0.106 for the 10nger time period and 0.144 for the .horter time period. For notational 

simpl icity we wrlt. 1 - L • ". 
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TABLE A3.2 

'Partial autocorrelations of differenced variables 

Lag Variable 

lIy*U l>y*E l>y*E* I>Y I>p I>m I>C lIi* I>(i*-p*} lIe Mr I>Y* IIP* 119 I>p01 I> pOlr I> p02 I> p02r A 1 I>(f-p} 1> (p!p*) 

-0.106 -0.084 -0.206 -0.332 0.215 -0.339 0.311 0.234 0.232 0.292 0.237 -0.133 0.370 -0.522 -0.133 -0.193 0.381 0.339 -0.029 -0.029 0.036 

-0.231 -0.334 -0.331 -0.275 0.245 -0.249 0.133 -0.062 -0.063 -0.126 -0.054 -0.300 0.282 -0.384 -0.115 -0.190 0.044 0.034 -0.089 -0.089 0.152 

-0.190 -0.200 -0.204 -0.243 0.134 -0.067 0.086 0.074 0.070 -0.051 -0.241 -0.216 0.220 -0.368 0.433 0.372 0.096 0.066 -0.091 -0.090 -0.060 

-0.042 -0.349 -0.284 -0.225 0.105 -0.139 0.130 0.144 0,143 0.038 0.092 -0.346 0.054 -0.146 0.043 0.080 0.045 0.048 -0.046 -0.047 0.026 

0.006 -0.179 -0.182 -0.181 0.090 -0.230 0.133 0.073 0.076 -0.016 -0.031 -0.213 0.085 0.071 0.009 0.021 -0.037 -0.039 -0.049 -0.049 0.071 

0.045 -0.056 -0.079 -0.133 0.134 0.176 0.198 0.025 0.022 0.001 -0.081 -0.038 0.121 -0.089 -0.213 -0.180 -0.015 -0.040 0.007 0.007 0.029 

0.121 0.004 0.025 -0.088 0.048 -0.019 0.020 -0.026 -0.025 0.024 0.036 0.010 0.114 -0.265 0.000 -0.022 -0.053 -0.083 -0.063 -0.063 -0.019 

8 0.119 -0.123 -0.019 -0.078 0.012 0.033 -0.078 0.012 0.008 -0.021 -0.028 -0.115 0.134 -0.296 -0.055 -0.091 0.083 0.076 -0.142 -0.143 0.072 

-0.073 -0.115 0.029 -0.119 0.132 -0.017 -0.057 0.011 0.010 -0.023 0.038 -0.121 0.028 0.008 0.109 0.058 0.024 -0.004 -0.003 -0.004 0.062 

10 -0.267 -0.573 -0.352 -0.308 -0.004 -0.071 -0.008 -0.073 -0.071 0.034 0.045 -0.497 0.164 0.129 -0.019 -0.045 -0.001 0.000 -0.151 -0.152 -0.006 

11 -0.368 -0.909 -0.711 -0.961 0.073 -0.264 0.061 0.142 0.141 -0.009 0.027 -0.909 0.087 -0.518 0.048 0.026 -0.003 -0.025 -0.053 -0.053 0.024 

12 0.806 0.891 0.940 0.547 0.101 0.393 0.371 0.023 0.034 -0.021 0.016 0.940 0.297 -0.070 -0.074 -0.047 0.101 0.079 0.114 0.116 0.060 

13 -0.338 0.481 -0.291 -0.044 -0.002 0.170 -0.071 -0.056 -0.056 0.009 0.020 0.520 -0.076 0.317 -0.034 -0.029 -0.141 -0.135 0.011 0.011 0.023 

14 -0.220 -0.082 -0.107 0.187 -0.021 0.126 -0.099 -0.111 -0.109 -0.018 0.044 -0.559 -0.050 -0.031 -0.028 -0.050 0.047 0.027 -0.096 -0.095 -0.014 

15 -0.068 -0.290 0.107 0.176 -0.015 0.006 -0.082 -0.151 -0.153 -0.025 -0.009 -1.39 -0.012 0.099 0.007 -0.010 -0.058 -0.038 -0.021 -0.022 -0.127 

16 -0.140 0.058 -0.085 0.204 -0.016 0.027 -0.103 0.002 -0.005 -0.019 0.012 0.212 -0.036 -0.021 -0.005 -0.031 -0.008 -0.022 -0.116 -0.116 0.007 

17 0.068 -0.446 0.065 0.101 -0.046 -0.013 -0.076 0.033 0.031 -0.011 0.020 -1.93 -0.030 0.140 0.033 0.034 0.079 0.082 -0.040 -0.041 -0.057 

18 0.086 -0.185 -0.039 0.154 0.073 0.044 -0.117 -0.036 -0.041 -0.014 -0.022 0.125 -0.009 -0.049 0.031 0.035 -0.042 -0.053 -0.072 -0.073 0.132 

19 -0.146 0.273 -0.220 0.353 -0.059 0.056 0.040 -0.018 -0.016 0.000 -0.002 0.806 -0.106 0.024 0.052 0.069 0.087 0.107 -0.036 -0.036 -0.035 

20 0.007 -0.379 -0.156 0.370 -0.029 -0.065 -0.013 -0.062 -0.060 -0.034 0.027 -0.893 -0.190 0.076 0.021 0.016 0.017 0.015' 0.010 0.008 -0.024 

21 

22 

23 

24 

0.007 -0.435 -0.131 0.106 0.062 -0.089 -0.029 0.021 0.021 -0.016 -0.030 -1.90 0.117 -0.096 0.042 0.049 -0.051 -0.050 -0.033 -0.035 -0.012 

-0.121 1.19 

-0.026 1.91 

0.386 -1.61 

0.229 0.017 0.024 -0.176 -0.021 0.016 0.020 -0.041 0.008 -3.95 -0.051 -0.000 0.011 0.022 0.006 -0.003 -0.043 -0.044 -0.023 

0.352 -0.221 -0.028 -0.124 0.063 -0.179 -0.181 0.002 0.045 2.51 

0.014 -0.007 0.114 0.206 0.127 0.080 0.082 0.050 -0.004 1.08 

0.006 -0.178 -0.020 -0.010 0.026 -0.008 -0.065 -0.064 -0.037 

0.234 -0.039 -0.019 -0.010 -0.017 0.010 0.049 0.049 0.061 

All partial autocorre1ations are based on data from the time period 196()!1 - 1988M8, except the partla1 autocorre1atfons for the varlab1es 1>9, I> pOl and I>pOlr whlch are based 

on data from the time period 19731-11 - 1988MB. The approxiIMte two standard error crltica1 va1ue ls 0.106 for the 10nger time period and 0.144 for the shorter time perlod. For. 

notationa1 simplicity we write 1 - l • A. 
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TABLE M.l 

Tests for the order of integration of nonseasonal variables using data from the perfod 1960Ml - 1972M12 

·Data jn level s Data fn ffrst differences Data in levels Data in first differences 

t F1 F2 F3 t F1 F2 F3 t Fl F2 F3 t F1 F2 F3 

i* 0.999 -0.042 p02 1.000 -0.012 
(-0.32) (-5.39}*** (1.10) (-4.32}*** 

0.957 1,63 -0.042 14.4*** 0.995 1.38 -0.186 11.5*** 
( -1.81) (-5.37)*** (-0.34) (-4.79}*** 

0.945 1.29 1.93 -0.051 9.61***14.4*** 0.880 3.82 4.34 -0.205 7.68***11.5*** 
(-1.94 ) (-5.36}*** (-2.89) (-4.73}*** 

i*-p* 0.943 p02r -1.147 1.000 -0.158 
(-1.74)* (-8.39}*** (-0.70) (-4.37)*** 

0.746 5.28** -1.158 35.2*** 0.971 0.91 -0.192 9.76*** 
(-3.21)** (-8.40}*** (-1.06 ) (-4.42)*** 

0.739 3.61 5.28 -1.158 23.4*** 35.0*** 0.902 2.29 3.08 -0.210 6.83***10.2*** 
(-3.25)* (-8.37)*** (-2.39) (-4.47}*** 

e 1.000 0.189 p/p* 1.000 0.336 
(0.90) (-4.49)*** (0.80) (-4.00}**·* 
0.995 1.06 0.111 11.1*** 0.989 1.70 0.260 8.82*** 

(-0.47) (-4.71)*** (-1.41) (-4.20)*** 
0.948 2.28 2.44 0.096 7.45***11.2*** 0.979 1.27 1.20 0.224 6.20** 9.29*** 

(-2.14) (-4.73}*** (-1.25) (-4.30*** 

er 1.000 -0.221 
(0.60) (-3.82}*** 
0.999 0.38 -0.230 7.68*** 

(-0.08) (-3.85}*** 
0.975 1.42 1.75 -0.360 5.74** 8.32** 

(-1.16) (-4.08)*** 

Th~,estjmated ffrst-order autoregressive parameter al (see equations (Nl) - (N3) of Table 4.1) is given in the column denoted t and the t value of this 
estim~te below in parentheses. The null hypotheses are: t; a1=1, F1; bO=O, b1=1, F2; bO=b1=0, a1=1 and F3; a1:1, b1=0 (see equations (Nl) - (N3) of Table 
4.1). The Dickey-Fuller tests are based on regressions wfth six lags of the dffferenced variable under investigation. Dummy varfables taking the value 1 
for the followfng varfables (dates) and 0 otherwfse have been employed, where approprfate, in the test regressfons: er (1967M11 - 1967M12) and p02, p02r 
(1971M11., 1974M8). Crftfcal values for the tests are tabulated by Fuller (1976) and Dickey & Fuller (1981). Rejection at the 10,5 and 1 per cent level of 
signfffcance 1s fndfcated by *, ** and ***, respectively. 
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TABLE M.2 

Tests far the arder af lntegratian af nonseasonal varlables uslng data from the perlod 1973M1 - 1988M8 

i* 

i*-p* 

e 

er 

pOl 

Oata in levels 

t 

0.997 
(-0.92) 

0.962 
(-2.48) 

0.961 
(-2.48) 

0.993 
(-0.55) 

0.956 
(-1.52) 

0.917 
(-2.09) 

1.000 
(0.60) 
0.991 

(-1.12) 
0.956 

(-2.34) 

1.000 
(-0.80) 

0.965 
(-2.43) 

0.947 
(-2.73) 

1.000 
(0.84) 

F1 

3.14 

1.17 

1.04 

3.66 

0.948 7.53*** 
(-3.73)*** 

F2 F3 

2.11 3.09 

1.47 2.19 

2.12 2.76 

3.09 3.90 

0.948 4.99** 6.96** 
(-2.76) 

Oata ln first differences 

t 

0.367 
(-4.57)*** 

Fl 

0.364 10.5*** 
{-4.57)*** 

F2 F3 

0.372 7.00***10.5*** 
(-4.45)*** 

-0.636 
(-7.14)*** 
-0.638 25.3*** 

(-7.12)*** 
-0.637 16.8*** 25.2*** 

(-7.07)*** 

0.447 
{-3.65)*** 

0.418 6.99*** 
(-3.74)*** 

0.415 4.65* 
(-3.74)** 

0.341 
(-4.03)*** 

0.296 8.57*** 
(-4.13)*** 

6.97** 

0.292 5.70** 8.52*** 
(-4.12)*** 

0.190 
(-4.71)*** 

0.154 11.6*** 
(-4.82)*** 
-0.058 10.3*** 15.4*** 

(-5.54)*** 

pOlr 

p02 

p02r 

p/p* 

Oata in levels 

t 

1.000 
(0.32) 
0.930 

(-3.18)** 
0.939 

(-2.63) 

1.000 
(0.80) 
0.978 

(-2.88)* 
0.983 

(-1.82) 

1.000 
(-0.20) 

0.984 
( -1.37) 

0.978 
(-1. 93) 

1.000 
(1.20) 

Fl 

5.15** 

4.40* 

0.95 

0.976 9.16*** 
(-3.21 )** 

F2 F3 

4.07 6.03* 

3.20 4.51 

2.93 4.38 

0.946 7.40*** 7.06** 
(-3.~0) 

Data in first differences 

t 

0.020 
(-4.95)*** 

Fl 

0.015 12.3*** 
(-4.96)*** 

F2 F3 

-0.176 10.3*** 15.5*** 
(-5.56)*** 

0.510 
(-4.29)*** 

0.496 9.47*** 
(-4.35)*** 

0.338 8.67***13.0*** 
(-5.10)*** 

0.416 
(-4.80)*** 

0.414 11.5*** 
(-4.79)*** 

0.293 9.64***14.4*** 
(-5.37)*** 

0.288 
(-4.53)*** 

0.004 13.9*** 
(-5.23)*** 
-0.180 10.5*** 15.6*** 

(-5.52)*** 

The estimated first-order autoregressive parameter al (see equatfons (Nl) - (N3) of Table 4.1) fs gfven fn the column denoted t and the t value of this 
estimate below in parentheses. The null hypotheses are: t; a1=1, F1: bO=O, b1=l, F2: bO=b1=O, a1=1 and F3: a1s1, b1xO (see equatfons (Nl) - (N3) af Table 
4.1). The Oickey-Fuller tests are based on regressions with six lags of the differenced variable under investfgation. OummY varfables taking the va1u8 1 ' 
for the following variables (dates) and 0 otherwfse have been employed, where appropriate, in the test regressions: er (1967M11 - 1967M12) and p02, p 2r 
(1971M11, 1974M8). Critical values for the tests are tabulated by Fuller (1976) and Dickey & Fuller (1981). Rejection at the 10,5 and 1 per cent level of 
significance is indicated by *, ** and ***, respectively. 
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TABLE M.3 

Tests for the order of integration of nonseasonal variables using data from the period 1980Ml - 1988M8 

Data in level s Data in first differences Oata in level s Oata io first differences 

t Fl F2 F3 t Fl F2 F3 t Fl F2 F3' t Fl F2 F3 

i* 0.996 0.285 pOlr 1.000 0.293 
(-1.10) (-3.25)*** (-0.88) (-2.90)*** 

0.984 0.90 0.207 5.64** 0.993 0.45 0.230 4.60* 
(-1.00) (-3.33)** (-0.30) (-3.03)** 

0.918 1.70 2.15 0.207 3.74 5.53* 0.920 2.61 3.48 0.110 3.60 5.40 
(-2.06) (-3.32)* (-2.23) (-3.28)* 

i*-P* 0.994 -0.610 p02 1.000 0.39.4 
(-0.57) (-4.66)*** (-1.10) (-3.89)*** 

0.890 1.29 -0.614 10.9*** 0.992 0.42 0.371 7.79*** 
(-1. 57) (-4.65)*** (-0.53) (-3.95)*** 

0.814 1.97 2.90 -0.659 7.23***10.8*** 0.957 2.19 2.99 0.240 6.32** 9.48*** 
(-2.30) (-4.56)*** (-2.05) (-4.35)*** 

e 1.000 0.203 p02r 1.000 0.389 
(0.60) (-3.44)*** (-1.15) (-3.96}*** 
0.962 1.78 0.170 6.20** 1.000 0.77 0.318 8.80*** 

(-1. 72) (-3.52}*** (-0.03) (-4.19}*** 
0.937 1.44 1.86 0.132 4.34* 6.51** 0.951 2.62 3.12 0.210 6.87***10.3*** 

(-1. 75) (-3.60)** (-2.13) (-4.54)*** 

er 1.000 -0.057 p/p* 1.000 -0.030 
(-1.40) (-4.26)*** (1.40) (-4.17)*** 

0.952 2.36 -0.210 10.4*** 0.979 6.39** -0.768 16.2*** 
(-1.61) (-4.56)*** (1.58) (-5.69)*** 

0.773 4.52* 5.63* -0.213 6.87***10.3*** 0.828 5.93** 3.56 -0.852 11.3*** 16.9*** 
(-3.34)* (-4.54)*** (-2.38) (-5.81)*** 

pOl 1.000 0.333 
(-0.55) (-2.98}*** 

0.981 0.45 0.309 4.58* 
(-0.77) (-3.03)** 

0.936 2.34 3.35' 0.179 3.64 5.46 
(-2.13) (-3.30)* 

The estimated first-order autoregressive parameter a1 (see equations (Nl) - (N3) of Table 4.1) is given in the column denoted t and the t value of this 
estimate below in parentheses. The null hypotheses are: t; a1=l, F1; bO=O, b1=1, F2; bO=b1=O, a1=1 and F3; a1=1; bl=O (see equation~ (Nl) - (N3) of Table 
4.1). The Dickey-Fuller tests are based on regressions with six lags of the differenced variable under investigation. DummY variables taking the v~lue 1 for 
the following variables (dates) aod 0 otherwise have beeo employed, where appropriate, io the test regressions: er (1967M11 - 1967M12) and p02. 'p02r 
(1971M11,. 1974M8). Critical values for the tests are tabulated by Fuller (1976) aod Dickey & Fuller (1981). Rejection at the 10,5 and 1 per cent level of 
significance is indicated by *, ** and ***, respectively. 
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TABLE A4.4 

Tests for the order of integration of seasona1 varfab1es using data from the period 1960Ml - 1972M12 

,Data i n 1 evel s Data in first differences 

t 

y*U 1.000 
(1.50) 
0.967 

(-1.58) 

y*E 1.002 
(2.65) 
0.928 

(-1.04) 

y*E* 1.002 

y 

p 

m 

(3.90) 
0.723 

(-2.70) 

1.002 
(3.24) 
0.654 

(-2.34) 

1.000 
(3.10) 
0.908 

(-2.32) 

1.017 
(2.26) 
0.98S 

(-0.38) 

F4 F5 t F4 FS 

1.29 - 0.935 9.83*** 
(-1.22) 

31.6*** -0.078 42.6*** 
'{":5.11)*** 

4.28*** 0.959 7.70*** 
(-1.65)* 

16.4** 0.15721.3*** 
{,-4.38)*** 

6.24*** 1.016 5 .• 61*** 

3.73** 

(0.63) 
7.18 0.600 4.40 

14.7* 

,(-2.48) 

,0.975 
(-0.63) 

0.033 
(-3.55)** 

7,,93*-** 

19.9*** 

21. 7***0. 747 19.8*** 
(-2,,10)** 

'30.4*** -0.:546 39.1*** 
(-6.18)*-

3.54** 0.806 6.39*** 
J-1,,63}* 

9.65 -0.37·0 22.1*** 
(-6.33')*** 

Data in leve1s Data in first differences 

c 

y* 

p* 

t 

1.003 
(3.19) 
0.998 

(-0.06) 

1~001 
(3.10) 
0.710 

(-2.80) 

1.000 
(0.70) 
1.042 

(1.42) 

0.987 
(-0.S8) 

0.738 
(-2.27) 

;i-p 0.935 
( -1.36) 

0.592 
{-3.24}* 

F4 FS t F4 FS 

11.8*** 0.929 9.,33*** 
(-1.41 ) 

16.9** 0.249 23.3*** 
{-4.85)*** 

8.81*** 1.048 7.76*** 
{1.82} 

6.92 0.731 3.21 
(-1.80) 

5.80*** 0.955 6.31*** 
(-0.67) 

19.0*** -0.172 24.4*** 
(-5.59)*** 

14.4*** 0.448 20.7*** 
(-3.56)*** 

19.8*** 0.249 22.7*** 
(-3.99)** 

13.4*** 0.309 23.1*** 
(-3.90}*** 

22.6*** -0.104 29.1 *** 
{ -4.97)*** 

The estimated first-order autoregressive pal"amete.r a1(see equations (S1) - (52) of Tab1e 4.1) is given in the co1umn denoted t and the t 
va1ue of tMs estimatebelow in parentheses. The null hypotheses are: t; a1=1, F4 and F5; a1=a2=1, a3=0 (see equations (51) - (S2) of Ta~le 
4.1). The Dicl<ey-Ful1er-llasza tests are based on regressi ons with twelve 1a9s of the differenced varfabl e under i nvesti gatfon. Dunnny 
vari abl es taldng the value 1 for the fol10wi.ng va-ri ables (dates) andO otherwise have been emp1oyed, where appropri ate, 1n the test 
regress1ons: y*E*. y* (198OM5) and y (1971M2 - 1971M3). Cr1tical values for the tests are tabulated by Fuller (1976) and Hasza & Fuller 

N 
~ 
o 

(1982). Rejection at the 10.5 and 1 Der ceot level of siqnificance is indicated bv *. *"'*~ann.d.d--.:*~*~*:.......:rl:le!JiSi.Cn:e.ecc;tt.;il.lyt.eeil'll." __________________ _ 



TABLE M.5 

Tests for the order of integration of seasonal variables using data from the period 1973Ml - 1988M8 

Data in levels Data in first differences Data in levels Data in first differences 

t F4 F5 t F4 F5 t F4 F5 t F4 F5 

y*U 1.000 9.19*** 0.774 20.0*** c 1.002 16.2*** 0.955 13.6*** 
(2.40) (-4.10)*** (3.75) (-1.44) 
0.928 28.1*** 0.218 40.9*** 0.971 20.1*** 0.324 29.6*** 

(-2.70) (-6.03}*** (-1.42) (-5.19)*** 

y*E 1.000 6.41*** 0.984 11.5*** y* 1.000 4.28*** 0.981 9.93*** 
(3.80) (-0.90) (1.40) (-1.04) 
0 .• 876 22.6*** 0.091 34.9*** 0.854 16.7** -0.062 28.3*** 

(-2.54) (-6.73)*** (-2.44) (-6.33)*** 

y*E* 1.000 4.24*** 0.986 8.42*** p* 1.000 14.2*** 0.911 18.4*** 
(1. 70) (-0.78) (0.20) (-2.64)*** 
0.849 16.2** -0.080 26.1*** 1.000 30.4*** 0.239 41.4*** 

(-2.20) (-6.18)*** (-0.04) (-4.64)*** 

Y 1.000 2.95** 0.969 7.86*** 9 0.910 10.2*** 0.774 9.18*** 
(1.80) (-1.14) (-0.90) (-2.05)** 
0.758 i3.4 0.609 14.8* 0.660 15.5** 0.496 12.6 

(-3.20)* ("'3.33)* (-2.29) (-3.48)** 

P 1.000 20.4*** 0.851 17.6*** 0.988 -37.9*** 0.105 51.2*** 
(0.80) (-3.42)*** (-1.20) (-6.01}*** 
0.994 28.9*** 0.199 33.0*** 0.819 43.2*** -0.054 54.7*** 

( -1.12) (-5.81)*** (-2.52) (-6.11 )*** 

m 1.006 11.9*** 0.501 17.0*** i-p 0.985 23.9*** 0.516 39.0*** 
(2.79) (-4.72)*** (-0.69) (-4.58)*** 
0.736 25.4.*** -0.168 30.6*** 0.761 29.4*** 0.344 39.1*** 

(-3.26)* (-6.94)*** (-2.68) (-4.96)*** 

The estimated first-order autoregressive parameter a1 (see equations (51) - (52) of Table 4.1) 1s given in the column denoted t and the t 
value.of this estimate below in parentheses. The null hypotheses are: t; a1=1, F4 and F5; a1=a2=1, a3=0 (see equations (51) - (52) of Table 
4.1). The Dickey-Fuller-Hasza tests are based on regressions with twelve lags of the differenced variable under investigation. Dummy 
variables takin~ the value 1 for the following variables (dates) and 0 otherwise have been employed, where appropriate, in the test 
regressions: y* *, y* (1980M5) and y (1971M2 - 1971M3). Critical values for the tests are tabulated by Fuller (1976) and Hasza & Fuller 
(1982). Rejection at the 10,5 and 1 per cent level of significance is indicated by *. '** and ***, respectively. 

N 
~ 
~ 
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TABLE A4.6 

Tests for the order of 1ntegration of seasonal var1ables using data from·the period 1980M1 - 1988M8 

Data in 1eve1s Oata in first differences Data in 1eve1s Data in f1rst differences 

t F4 F5 t F4 F5 t F4 F5 t F4 F5 

y*U 1.000 5.39*** 0.846 11.7*** c 1.004 11.9*** 0.993 6.66*** 
(2.00) (-2.30)** (3.01) (-0.17) 
0.823 16.3** 0.037 28.1*** 1.069 11.6 -0.067 15.2** 

(-2.14) (-4.01)** (0.87) (-4. 18}*** 

y*E 1.000 2.00 0.961 4.05** y* 1.000 3.38** 0.973 3.88** 
(1.45) (-1.79)* (2.00) (-1.22) 
0.600 16.4** -0.723 17.8** 0.520 13.7* -0.382 11.5 

(-3.29)* (-5.82}*** (-3.22)* (-3.69)** 

y*E* 1.000 2.51* 0.968 3.77** p* 1.000 9.77*** 0.820 7.79*** 
(1.60) (-1.53) (0.80) (-2.42)** 
0.645 10.1 -0.147 10.0 0.957 22.4*** -0.329 22.7*** 

(-2.29) (-3.18)* (-2.49) (-4.30)*** 

y 1.001 4.68*** 0.957 7.94*** 9 0.916 4.93*** 0.819 4.46*** 
(2.03) (-1.58) (-0.65) (-1.30) 
0.524 7.38 0.539 9.30 0.109 7.20 0.022 5.58 

(-1.95) (-1. 70) (-2.92) (-2.99) 

P 1.000 9.35*** 0.688 10.8*** 0.990 15.6*** -0.055 16.7*** 
(1.00) (-3.38)*** (-1.13) (-4.14)*** 
0.965 19.7*** -0.458 24.4*** 0.866 19.1*** -0.308 19.5*** 

(-1.75) (-4.36)*** (-1.08) (-4.18)*** 

1.011 4.82*** 0.550 4.29*** 
.. 

0.989 6.36*** 0.523 10.1*** m l-P 
(2.56) (-2.50)** (-0.52) (-2.64)*** 
0.386 13.9* -1.229 17.2** 0.971 26.4*** -0.446 31.2*** 

(-2.81) (-6.06)*** (-0.19) (-4.52)*** 

The. estimated f1rst-order autoregressfve parameter al (see equat10ns (51i - (52) of Table 4.1) 1s gfven in the co1umn denoted t and the t 
value ,of thfs est1mate be10w in parentheses. The nu11 hypotheses are: t; a1=1, F4 and F5; a1=a2=1, a3=0 (see equations (51) - (S2) of Table 
4.1). The Ofckey-Fu11er-Hasza tests are based on regressions wfth twe1ve 1ags of the differenced varfab1e under fnvestfgation. Dummy 
varfab1es tak1n~ the va1ue 1 for the fol1owing varfab1es (dates) and 0 otherwise have been emp10yed, where appropriate. in the test 
regressfons: y* *. y* (198OM5) and y (1971M2 - 1971M3). Crftica1 va1ues for the tests are tabu1ated by Fuller (1976) and Hasza & Fuller 
(1982). Rejection at the 10,5 and 1 per cent 1evel of signiffcance fs fndicated by *. ** and ***, respectfve1y. 



APPENDIX 5 

Tests for Cointegration Using Data from Subperiods 

TABLE A5.1 

Maximum likelihood estimation results for a VAR model for the vector 
y = (y*U y*E/y*E* Y )' using data from subperiods 
~t t t t ' t 

y = (y*U y*E Y ')' 
~t t t t 

y = (y*U y*E * Y )' 
~t t t t 

Tests for the number of cointegrating vectors 

H2 

r<2 
rd 
r=O 

r(2 
r(1 
r=O 

r(2 
r<1 
r=O 

-21 n(Q) 

0.028 
4.33 

17.4 

0.042 
16.9 
38.0 

0.043 
8.94 

41.8 

trace maximum eigenvalue 

1960Ml - 1972M12 

8.0B 
17.8 
31.3 

1973Ml - 1988M8 

8.08 
17.8 
31.3 

1980Ml - 1988M8 

8.08 
17.8 
31.3 

8.08 
14.6 
21.3 

8.08 
14.6 
21.3 

8.08 
14.6 
21.3 

-21n(Q) 

0.422 
5.98 

13.6 

0.237 
7.51 

30.9 

0.023 
9.98 

35.5 

Normalized eigenvectors, loadings, and corresponding long-run coefficient 
matrices when the models are restricted according to the outcomes of the 
tests for the number of cointegrating vectors 

1960Ml - 1972M12 

1973M1 - 1988M8 

[
-27 .1J [0.00~ [-0.012 0.006 0.00~ [-12.0

M
[ o,oon [-0.005 0.003 o,oon 

12.5 -0.010 0.264 -0.122 -0.010 6.03 -0.021 0.254 -0.128 -0.021 
1.0 -0.04 1.12 -0.519 -0.04 1.0 -0.104 1.25 -0.628 -0.104 

1980Ml - 1988M8 

[ 
1.2~ [O.Oln [0.016 -0.042 0.01fl [0.101J [O.OITI'[ 0.001 -0.030 O.OITI 

-3.26 0.072 0.088 -0.236 0.072 -2.59 0.097 0.010 -0.250 0.097 
1.0 -0.157 -0.192 0.514 -0.157 1.00 -0.127 -0.013 0.330 -0.127 

In addition to the variables in lt, the models include a constant, 11 
seasonal dummY variables and, where appropriate, a strike dummY taking the 
value 1 in 1971M2 - 1971M3 and 0 otherwise. The test statistic for the 
number of cointegrating vectors ;s denoted -21n(Q), and crit1cal ,values 
(95 per cent quantiles) have been tabulated by Johansen & Juselius (1989). 
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TABLE A5.2 

Maximum likelihood estimation resu1ts for VAR mode1s using data' from 
subperiods 

Tests for the number of eointegrating veetors 

H2 -21n(Q) traee maximum eigenvalue 

1960Ml - 1972M12 (Yt = (Yt Pt et i* et p02)') 
- t t 

1"<:5 2.00 8.0B 8.08 
r.;4 8.42 17.8 14.6 
1"<:3 20.7 31.3 21.3 
r.;2 43.2 48.4 27.3 
r.;1 94.4 70.0 33.3 
r.;O 160 n.a. n.a. 

1973M1 - 1988M8 (~t = (yt Pt mt it et pV') 

r.;5 1.80 8.08 8.08 
r.;4 10.5 17.8 14.6 
1"<:3 25.9 31.3 21.3 
r.;2 58.6 48.4 27.3 
r.;l 105 70.0 33.3 
r=O 194 n.a. n.a. 

1980Ml - 1988M8 (~t " (yt Pt mt it et)') 

r<4 2.09 8.08 8.08 
r<3 10.1 17.8 14.6 
1"<:2 27.1 31.3 21.3 
r<l 52.4 48.4 27.3 
r=O 104 70.0 33.3 

Normalized eigenveetors, loadings, and eorresponding long-run eoeffieient matriees when 
the models are restrieted according to the outcomes of the tests for the number of 
eOintegrating vectors 

1960Ml - 1972M12 (~t = (Yt Pt et it et p~2)') 

[ 
~:~~2 -~:~g71 [=g:i~~ -g:i~~ [t~~~ -g:n~ -g:~~~ =~l:~ 

-0.467 1.54 0.040 -0.078 -0.038 0.085 -0.139 2.97 
121 23.8 -0.000 0.000 -0.000 -0.000 0.000 -0.037 

0.005 0.069 -0.197 -0.054 -0.261 -0.111 0.009 -25.1 
-2.21 -1.69 -0.011 0.00 -0.003 -0.013 0.017 -1.i1 

1973M1 - 1988M8 (~t = (Yt Pt ffit it et pt)') 

-0.015 0'65~ 0.007 0.121 
-0.005 0.043 
0.000 0.001 

-0.005 0.527 
0.000 0.01 

~ 
1.00 1.00 1.0~[_0.055 -0.378 _0'00~[-0'435 -0.489 0.271 0.543 0.102 0'34~ -0.271 1.15 31.7 -0.021 0.003 -0.002 -0.020 -0.069 0.012 0.034 -0.021 0.068 

-1.08 -0.580 3.37 0.020 0.168 -0.002 0.186 0.124 -0.126 -0.306 -0.066 -0.032 
-5.35 -0.828 29.9 0.009 -0.002 -0.001 0.005 -0.050 -0.013 -0.088 -0.007 0.079 
0.193 -0.335 6.59 -0.001 -0.008 -0.003 -0.011 -0.091 -0.003 -0.067 -0.016 0.117 
1.75 -0.924 -43.2 -0.012 0.009 0.00 -0.002 0.037 0.010 0.079 -0.001 -0.06 

1980Ml - 1988M8 (~t = (Yt Pt ffit it et)') 

l
l.00 1,00][0,003 0.33

u
[-0.333 0.027 0.092 0.111 -0'10~ 

-5.93 -0.133 0.006 -0.020 0.025 -0.032 -0.001 -0.038 0.009 
0.778 -0.267' -0.003 -0.008 0.005 0.017 -0.004 0.016 0.001 

-6.09 -0.385 -0.000 -0.042 0.042 -0.006 -0.011 -0.016 0.013 
0.474 0.307 0.003 0.09 -0.093 -0.005 0.028 0.019 -0.02 

In addition to the variab1es in Xt, the models ine1ude a constant, 11 seasona1 dummy 
variables and, where appropriate, a strike dummy tak1ng the value 1 1n 1971M2 - 1971M3 
and 0 otherwfse. The test statistic for the number of eOfntegrating vectors is denoted 
-21n(Q), and ,critieal values (95 per cent quanti1es) have been tabu1ated by Johansen & 
Juselius (1989). 
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APPENDIX 6 

Estimation Results for an Extended Susi ness Cycl e Fl uctuati on f40de 1 

TABLE A6.1 

Contemporaneous structural relationships in VAR models using data 
from subperi.ods 

Model variables Natrix of conternporaneous relationships 

196bM1 - 1972M12 

Yt 0 -0.537 0 2.30 0.147 -0.054 0.02 

Pt 0 0 0 -0.126 0 0 -0.001 

lt -0.007 0.088 0 0.055 0 0 0.012 
Y = i t 

f O 0 0 _t .. ~ 
et 0 0 
02 

Pt 0 0 

y* t 0 0 0 0.091 0 0.261 0 

1973M1 - 1988M8 

Yt 0 1.19 0 0.994 -0.026 -0.346 0.89 

Pt 0 0 0 -0.062 0 0.090 0 

mt 0.097 -0.216 0 -0.960 0 1.45 0 
Y = _t .* lt 

f O 0 0 0 0 0 0.181 0.060 

et 0 0 

p* t 0 0 0 0 0 0 -0.014 

y* t 0 0 

1980M1 - 1988M8 

Yt 0 1.01 0 1.15 -0.099 0.349 

Pt 0 0 0 -0.009 0 0 

mt 0.076 -0.484 0 0.119 0 0 
Y = .* f = 0 0 0 0.053 _t lt 0 0 0 

et 0 

y* t 0 0 

In addition to the components of !t' the models include a constant, 

11 seasonal dummY variables and, where appropriate, a strike dummy 

taking the value 1 in 1971MZ - 1971143 and 0 otherwise. 
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TABLE A6.2 

Long-run eharaeteristies of extended VAR mode1s using data from subper-i ods 

Statistie Variab1e 1nnovation in 

y p m/c i* e p*/p02 y* 

1960M'l - 1972M12 

Cumulative y 0.545 0.227 -0.096 0.109 0.161 0.093 -0.021 
impu1se p -0.063 1.33 -0.011 0.039 0.112 0.028 -0.016 
response e 0.426 -0.638 2.25 -0.322 0.053 -0.055 0.039 
to a one i* 0.247 -0.212 0.425 1.10 -0.134 0.155 0.037 
standard e -0.005 0.892 -0.449 0.375 1.28 0.222 0.016 
error p02 0.133 0.207 -0.108 0.154 0.219 0.712 -0.074 
innovation y* 0.032 -0.108 0.168 0.017 -0.008 -0.075 0.476 

Pereentage y 75.1 2.24 5.20 6.08 1.71 7.42 2.24 
of the p 2.25 72.1 8.21 0.973 14.3 1.64 0.549 
expeeted e 0.713 1.08 92.2 2.03 2.23 0.628 1.09 
10ng-run i* . 0.562 0.468 4.41 87.7 4.62 0.649 1.56 
squared e 1.19 0.514 0.339 0.642 94.8 1.76 0.728 
predietion p02 0.857 0.471 3.31 1.62 6.37 86.4 0.942 
error y* 2.29 2.61 0.730 3.47 1.04 4.03 85.8 

1973111 - 1988MB 

Cumu1ative y 0.510 -0.287 0.066 0.088 -0.019 -0.372 0.002 
impu1 se p 0.048 2.98 0.068 -0.254 -0.190 2.85 -0.228 
response m -0.035 0.713 0.615 -0.153 0.108 0.907 -0.045 
to a one i* 0.085 0.872 -0.136 1.43 -0.317 1.43 -0.059 
standard e -0.180 -0.063 -0.101 -0.141 1.40 -0.017 -0.051 
error p* -0.093 3.03 0.144 0.178 -0.275 5.13 -0.469 
i nnovati on y* 0.071 0.843 0.006 0.499 -0.294 1.04 0.537 

Pereentage y 70.7 3.37 1.05 1.15 4.27 1.08 18.4 
of the p 0.669 63.0 1.77 7.74 1.03 22.2 3.57 
expeeted m 3.95 0.701 86.4 3.78 1.57 1.68 1.87 
10ng-run i* 1.34 2.15 3.22 81.7 1.23 3.80 6.60 
squared e 0.853 2.29 1.12 2.58 90.6 1.47 1.09 
predietion p* 0.386 16.2 2.59 3.70 0.667 73.7 2.76 
error y* 2.18 0.774 0.386 3.04 1.51 3.10 89.0 

1980Ml - 19881-18 

Cumu1ative y 0.410 0.862 -0.035 0.196 -0.033 -0.030 
inipu1 se p -0.065 2.76 -0.001 -0.035 -0.381 -0.391 
response m -0.010 -0.494 0.420 0.030 -0.002 0.067 
to a one i* -0.000 -0.083 -0.146 1.38 -0.167 0.076 
standard e -0.075 1.17 0.133 -0.203 1.41 -0.080 
error y* 0.040 0.025 -0.022 0.462 -0.297 0.578 
innovation 

Pereentage y 73.3 3.59 5.23 7.38 1.12 9.32 
of the p 7.56 68.5 1.63 6.17 12.5 3.62 
expeeted m 1.58 0.960 79.7 4.83 2.02 10.9 
10ng-run i* 4.64 0.275 3.82 83.8 1.29 6.18 
squared e 5.67 9.65 1.28 3.99 75.6 3.79 
predi eti on y* 1.05 8.06 2.88 4.19 0.557 83.3 
error 

1n addition to the variables in ~t' the mode1s eomprise a eonstant. 

11 seasona 1 dUlillllY vari ab 1 es and. where appropri a te. as stri ke dunuqy 
taking the .va1ue 1 in 1971MZ - 1971M3 and 0 otherwise. The models 
are estimated by equat10n-by-equation OLS using the restrietions 
reported in Table A6.1. 1n a11 ealeu1ations. the long run refers to 
a horizon of 60 months. Numbers aeross pred1etion error rows may not 
sum to 100.000 due to rounding errors. 



APPENDIX 7 

Ana1ysis of Structura1 Innovations as ldentified Using Low Frequency 

Restri et i ons 

TABLE A7.1 

Ana1ysis of structura1 innovations in the vector :!:t = (Yt Pt mt it et pt)' as 

identified using 10\01 frequency restrictions during the period 1960Ml - 1988MB 

Innovation 

Statistic ~y ~P (m ~i* ~e t;P* 

Mean x 103 0.000 0.000 0.000 0.000 0.000 0.000 
Vari ance x 103 0.858 0.022 0.810 0.016 0.137 0.006 
Skewness -0.058 0 •. 345** 0.557*** 0.312** 9.68*** 0.624*** 
Kurtosis 2.98*** 7.06*** 2.72*** 3.80*** 129*** 1.84*** 
Autocorre1ation 1 0.051 -0.009 -0.010 0.008 0.034 0.013 

2 0.085 -0.036 0.002 -0.004 -0.097* 0.003 
3 0.048 -0.002 0.018 0.001 -0.084 -0.006 
4 0.023 -0.021 -0.014 -0.006. 0.027 -0.031 
5 0.064 -0.027 0.035 -0.005 0.001 0.031 
6 0.002 0.044 -0.027 0.026 0.001 0.024 
7 0.041 0.000 -0.003 -0.056 0.017 0.034 
8 0.041 -0.010 0.005 0.024 -0.004 -0.019 
9 0.068 0.025 0.063 0.018 -0.031 -0.059 

10 0.049 -0.049 0.034 -0.053 0.040 0.066 
11 0.132** 0.045 0.043 0.161*** 0.020 0.035 
12 0.033 0.056 0.156*** -0.034 -0.087 0.022 

Significant 1964M7 1963119 1973114 1964Ml1 1967MlO 1961116 
positive shock 1969M7 1964Ml 19731112 1973M1 1977M4 1961f18 

1971M4 1967114 1975f1l2 1973M2 1978M2· 1962M4 
1971M6 19681n 1983f15 1973M7 1982M10 1963112 
1972M2 1971M6 1987M3 1973Ml1 1969M6 
1972M3 1973M7 1987MB 1974M3 1970Ml 
1978M3 1974M2 1988M6 1980M11 1970117 
1980M7 1976M7 1985M1 1970M12 

1982f15 1985M2 1972M9 
1982M12 1973M11 
1983M5 1974M10 

1975115 
1976MB 
1979M7 
1980111 

Si gnifi cant 1971M2 1967M1 1962116 1970M2 1968111 1962MB 
negative shock 1971M3 1968M5 1966M3 1973M10 1963M7 

1972M4 1969M3 1973HlO . 1974M4 1969M5 
1975M5 1972H1 1977M12 1974M5 1971M9 
1975M7 1974M6 1986M8 1975Ml 1975M12 
1976M7 1975M6 1986M12 1976M11 
1977M3 19871112 1980M5 
1977M7 1981Hll 
1978M7 1982115 

1984M11 

Structura1 impu1ses are estimated from the (near) VAR mode1 (7.2i) - (7.2vil 
comprising the e1ements of Xt, a constant, 11 seasona1 dummy variab1es and in 
(7.2i) a strike dummy taking the value 1 in 1971M2 - 1971M3 and Ootherwise 
(the strike dates are listed as significant negative shocks). The model is 
estimated by equation-by-equation OLS using restrictions reported in expression 
(7.1). Significant values at the 10,5 and 1 per cent 1evel of significance are 
lndicated by *, ** and ***, respectively. Listed shocks exceed the two standard 
error li~it (the dummy variable strike dates are 1isted as significant negative 
shocks) . 
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