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CHAPTER 1 

INTRODUCTION 

1.1 Background of the Study 

The last decade and a half has seen the rapid growth of the international 
literature on fixed capital formation by firms, with both theoretical 
and empirical advances taking place. In particular, the theoretical 
background of the investment function has been at the centre of modern 
investment research. In the earlier decades, the investment function 
was not derived from a rigorously formulated framework, i.e. it did 
not have a well-formulated basis in intertemporal analysis. 

The starting point for the new developments in the investment literature 
was the reformulation of the neoclassical optimal capital accumulation 
model ~ D.W. Jorgenson (1963, 1965, 1967). In this model, factor prices 
play a key role. The neoclassical model has retained a dominant position 
in both theoretical and empirical investment studies. However, at about 
the same time as the seminal work by Jorgenson (1963), the market value 
approach also gained momentum at both the theoretical and empirical 
levels (Grundfeld 1960 and Tobin 1961, 1969). Since the beginning of 
the 1960s, these two approaches have been the main candidates for 
providing the determinants of investment decisions. However, the simple 
accelerator model as well as various more 'eclectic' approaches have also 
existed side by side with these 'new' theories. 

It has been argued that Jorgenson's version of the neoclassical 
investment theory (SNC = standard neoclassical model) is not really a 
theory of investment as such but merely a theory of alternative 
levels of the optimal capital stock. This argument is related to the 
assumptions of this model, which are as follows (see Nickell, 1978): 
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(1) There exists a perfect capital market. 
(2) The environment in which firms operate is one of perfect 

certainty concerning the future. 
(3) Efficient production techniques can be summarized in the form of 

a twice differentiable production function with two inputs 
(capital and labour), and there are strictly declining returns to 
sca 1 e. 

(4) Capital input has the same productive -characteristics regardless 
of its age and it deteriorates at a constant exponential rate. 

(5) The firm acts as a price taker in all markets. 
(6) There are no extra costs involved either in the sale and 

purchase of investment goods or in the installation of new 
capital goods. 

The simplifying assumptions portray a world in which the firm is able to 
manipulate its stock of fixed capital as if it were operating in 'paper 
assets'. It should be noted that a seventh assumption is often added to 
the above list, namely, that there are no taxes of any description. 
However, the SNC model of Jorgenson incorporates basic corporate tax 
factors which affect the user cost of capital services (see section 2.1). 

The most important simplifying feature of the SNC model is that the demand 
for factor services depends only upon current parameters and variables. 
Although the model is formulated as an apparently dynamic problem, it turns 
out to be essentially static. In this framework, the firm is able to make 
instantaneous and costless adjustments in the capital stock because of 
changes in its determinants. Moreover, the model does not provide an 
investment function with well-defined partial derivatives (see Haavelmo 
1960, Nickell 1978). The chief advantage of the present-value maximi
zation rule implied by this model is that it provides an explicit formula 
for the user cost of capital services (see section 2.1). 

The empirical work on neoclassical investment equationswas also pio
neered by Jorgenson and his collaborators (see section 2.1). Although 
this approach has many weaknesses, it has flourished over the last two 
decades. The reason for this is that, since this model is 'structural " 
it provides a useful frame of reference for policy analysis. However, the 
model derives only a stock demand for capital and investment is then 



determined by an ad hoe stoek adjustment meehanism (lag strueture) in 
whieh investment is related to the differenee between the optimal 
(desired) eapital stoek and the existing eapital stoek. Adjustment eost 
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1 iterature has subsequently provided a 'theoretieal' rationaTe for the 
dynamies of the SNC model (e.g. Eisner and Strotz 1963, Lucas 1967, Gould 
1968 ete.; see seetion 3.1.2). In one well-known version of the adjust
ment eost approaeh, a determinate rate of investment is derived by 
appealing to a rising flow supply sehedule for eapital goods (see 
seetion 3.1.2). The rising supply eurve is formally obtained by assuming 
that the firm is faeed with a strietly eonvex adjustment eost funetion 
with investment as an argument. In this framework, investment is 
proportional to the gap between the desired and existing eapital stoeks. 
This derivation of the flexible aeeelerator model from explieit in
tertemporal optimizing behaviour has provided a partial justifieation for 
the stoek adjustment model used by Jorgenson and others. Hhereas the 
original SNC model relies on statie (stationary) expeetations, the 
adjustment eost model, by eontrast, assumes that firms have perfeet 
foresight about the future. Indeed, it is the treatment of expeetations 
whieh is a eritieal point in the neoelassieal approaeh as a whole. , 

The market value lpproaeh is based on Tobin's "q"-variable, defined as 
the ratio of the market value of installed eapital to the replaeement 
eost value of eapital (Tobin 1961, 1969). The central hypothesis of this 
model is that investment is an increasing function of "q". The market 
value of capital is hence direetly related to investment behaviour. In 
contrast to the SNC model, this model is in a sense not structural since 
it does not look behind the determinants of market value. The 
expectations hypothesis also differs from that of the SNC model since the 
market value approach is.based on well-functioning asset markets which 
make forecasts and properly digest expectations. The empirical branch of 
this approach usually regresses investment directly on some proxy for 
the "q" variable (see, e.g., Grundfeld 1960, Ciccolo 1975, von Fursten
berg 1977, Hayashi 1982). 

Although in the earlier investment literature (1960s and 1970s) it was 
thought that the neoclassical and market value approaches were 
'completely' different ways of looking at the determinants of investment 
behaviour, the reeent literature has, however, shown that they are 
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essentially the same and differ only in emphasis (see Abel 1980, 1981 and 
Hayashi 1982). The similarity follows if the shadow price of installed 
capital, which is the key variable in the adjustment-cost-based SNC 
model, is identified with the market price of capital. Thus the "q" 
approach can be derived from the explicit intertemporal optimization 
behaviour of.firms. In this respect, the above-mentioned 'structural 
discrepancy' between the SNC and market value approaches vanishes since 
"q" can now be expressed as a function of the same arguments as invest
ment (or capital) is directly in the former case. 

Essentially, these modern theories of investment assume perfect markets 
and, in particular, highly developed ('perfect') financial markets, which 
do not, in fact, exist in many countries. More specifically, all prices 
are usually assumed to be given to the firm (price-taking behaviour) and 
the firm is almost invariably assumed to be equity-financed (see section 
2.1). The only imperfection which is usually allowed is the convex 
adjustment cost function, i.e. the rising flow supply price of invest
ment goods. The assumption of a perfect capital market implies that 
at every point of time all firms are in a position to borrow (or lend) as 
much as they wish at the going rate of interest; that is, there is only 
one rate of interest (discount rate) and the financi~l structure of 
the firm plays no role in its investment poliey. 

In the real world, the environment in which firms operate is usually 
characterized by various types of market imperfections. For instance, 
prices may not be totally exogenous to a firm and taxes may be non
neutral. If the firm is a monopolist in the product market, then it faces 
a downward-sloping demand curve and the product price is a choice 
variable. In this case, an exogenous demand variable (parameter) may act 
as an accelerator-type factor in the investment decision problem (see 
section 3.3). Firms may also face a demand (sales)-constrained situation, 
in which case output is exogenous to the firm (excess supply case, 
see section 3.4) and cost minimization.characterizes optimal firm 
behaviour. In the investment process itself, there may be features which 
function as.market imperfectfons. For instance, irreversibility and 
delivery lags are not uncommon features in the world where investment 
decisions are made and fulfilled. 'Irreversibility and delivery lags, 
accompanied by uncertainty about the 'firm's future prospects, are among 



the factors which may produce the slow and hesitant reaction often 
observed in the adjustment of the fixed capital stock by firms (see 
Nickell 1978). 
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In most countries, financial markets are characteriz:d by various types 
of imperfections. The rate of interest on borro\'/ing, or even more gener
ally the cost of capital, may not be given to a firm but may instead 
depend on, for instance, the debt-equity ratio (leverage). Hence, in this 
case financial policy is endogenous to the firm (see section 4.1). Firms 
may also be faced with abinding profit constraint setting an upper bound 
on investment and implying that self-financing is the marginal source of 
finance (see section 4.4). 

The role of market imperfections has been a rather neglected area in the 
main strand of the international literature on investment, i.e. in the 
standard neoclassical and market value approaches. Some aspects of the 
imperfections referred to above have, however, been analyzed to some ex
tent in the investment literature, notably the effects of demand factors, 
irreversibility and certain aspects of capital market imperfections on 
investment behaviour. This literature is not discussed in detail here 
since the introductory sections of the following chapters of this study 
give surveys of the relevant literature. 

1.2 Aims of the Study 

Having outlined the main features of the development of investment models, 
we can now present the two main aims of the present study. The first aim 
is theoretically orientated and the second empirically orientated. In the 
theoretical part our purpose is to examine the investment decision of a 
single firm in the context of various market imperfections. Our contribution 
takes the form of both Inewl model specifications and modifications or 

critical evaluations of some previous models related to our own. Since 
market imperfections are a crucial phenomenon in this study, it can also 
be said that our overall aim is devoted to an analysis of the results of 
relaxing the somewhat unappealing ('unrealistic') assumptions of the 
standard neoclassical capital accumulation model (see above). 

Relaxing the assumptions of the SNC model takes place in three respects. 

First, we shall examine the effects of imperfections in the financial 
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market on a firm's investment policy. Here, the incorporation of debt 
finance in the SNC model ·is crucial. If borrowing is used as a method 
of finance, then the rate of interest and the discount rate may diverge. 
The effects of both a price imperfection (a non-linear cost of capital 
schedule) and quantitative financial constraints will be examined. In the 
latter circumstances profits (retained earnings) may also be an important 
determinant of investment behaviour, which is not the case in a perfect 
'capital market. 

Second, we shall examine the effects of alternative demand conditions on 
capital accumulation. Almost all empirical investment studies have found 
that an accelerator variable (output, sales, capacity utilization etc.) 
is the major determinant of investment expenditures. If the demand curve 
is horizontal (i.e. the price of products is given), then there is no role 
for a scale variable. In order that a scale variable (accelerator) may 
appear in the inves~lent function, one has to assume that firms face 
either a downward-sloping demand curve or a fixed output (sales constraint). 

Third, we shall also examine in the theoretical part of the study the 
impact of various tax factors on investment behaviour. Both the role of 
personal and corporate tax factors will be analyzed. We are also 
interested in the conditions under which the corporate tax system is 
non-distortionary with respect to capital formation. 

It turns out that market imperfections and taxes play an important role 
for both the long-run demand for capital (the desired capital stock) and 
for the dynamtcs of investment. We have noted above that strictly c-onvex 
adjustment costs (i.e. an increasing flow supply curve of capital goods) 
provide one rationale for a determinate rate of investment. There are, 
however, also other circumstances in which the costless and instantaneous 
adjustment impl ied by the S~JC model does not occur. A non-myopic invest
ment rule may also occur if the firm is faced with certain types of 
capital market imperfections. For instance, a high level of investment 
during the current period will increase earnings in the subsequent 
periods, thus relaxing a constraint on internal finance in those periods. 
This implie.s that a formula for the cost ofcapital incorporating retained 
earnings will be relevant to more investment projects than before. If 
financial constraints are introduced into the firm's optimization 
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problem, the'cost of capital will contain the multipliers corresponding 
to the binding constraints, thereby linking present and future investment 
(possibly also financial) policies (see also King 1974, 1977 and Nickell 
1978). Other forms of capital market imperfections may also have an 
effect on a firm's investment decisions, very much as if the 'firm was 
faced with strictly convex adjustment costs (see also section 4.1). 

In the theoretical part of this study we are concerned with examining 
the dynamic pattern of the investment policy of a firm. We shall use 
both an adjustment cost framework and various types of capital market 
imperfections to produce an explanation for the rather sluggish and 
hesitant behaviour commonly observed when it comes to decisions about 
investing in fixed capital. In these circumstances, changes in expecta

tions about future levels of demand or other parameters may well affect 
current investment. Nickell (1974, 1978) has shown that the presence of 
irreversibility and/or delivery lags jointly with uncertainty about the 
firm's future profitability may also provide an environment for non
myopic investment behaviour. We do not, however, explore this possibility 
in the present study. 

The second main aim of this study is to carry out an empirical analysis 
of the investment behaviour of Finnish non-financial firms in the period 
1963 -·1980. The neoclassical investment model is used as a theoretical 
basis for this analysis. We shall· ~ake flexible use of_the results of 
our theoretical analysis when it comes to building econometrically 
testable investment equations. We are especially interested in discovering 

. the relative significance of the' variables and parameters implied by 
our theoretical models as determinants of investment outlays. The 
critical variables are output (or·demand), factor prices, cash flow 
(profits) and measures for credit rationing. In addition, various proxies 

will be constructed for each of these variables and their effects tested. 

Our main concern is, however, with alternative measures for the user cost 
of capital services. This variable measures the total cost of capital 
(depreciation plus cost of financial capital) and it may incorporate 
various tax factors (personal and corporate),'interest rates (rate of 
interest on debt, discount rate) , investment incentives and the expected 
rate of inflation. In the theoretical part of the study, alternative 
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formulas for the user cost of capital are derived and these will be 

tested in the empirical analysis. 

It was mentionedo above that cash flow may be a determinant of investment 

behaviour in the context of certain capital market imperfections. In such 
a case, it is of special interest to know whether cash flow affects the 
long-run demand for capital and/or the timing of investment. These 
questions, together with the possibly direct effect of credit-rationing 
proxies, will a1so be examined empirically using Finnish firm data. 
Finally, the effects of various types of acce1erator variables are a key 
question attracting attention throughout our empirical investigation. 

The empirical analysis uses both annual and quarterly aggregate data. The 
quarterly data cover only the total aggregate of firms but the annual 
data are disaggregated into manufacturing firms (the 'open' sector) and 
firms in the residual sector (the 'c10sed' sector). Within this data, we 
shall examine various functional specifications for the investment 
equation and also carry out a considerable amount of diagnostic checking 
and testing between competing hypotheses. 

Final1y, before considering in some more detai1 the outline of this study, 
it is worth pointing out some neglected areas in our analysis. This study 
employs a fairly coherent framework for examining issues in investment 
behaviour. Although this framework seems to be fruitful, it does, however, 
suffer from certain shortcomings. The theoretical analysis is restricted 
to the case_o_of a si ngl e fi rm and hence the resul ts obtai ned are very 
partia1 by nature. However, they do at least i11ustrate the various 
adjustment possibilities open to a firm in its investment policy. Another 
problem is that the theoretical analysis assumes perfect foresight 
(certainty) on the part of firms. Perfect foresight is a rather conveni
ent approximation in the theoretical analysis, but one must recognize 
that uncertainty may affect the firm's investment decision in different 
ways (see, e.g., King 1977, tJickell 1978 and Abel 1983). 

In a certainty framework with a perfect capita1 market, the maximization 
of the present value of the net income stream produced by a firm is the 
objective consistent with individuals maximizing the utillty of con
sumption. In an uncertain environment and possibly also one with capital 
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market imperfections, it is not so c1ear what the firm's objective shou1d 

be (see Hirsh1eifer 1958, King 1977 and Nicke11 1978). However, whi1e 
/ 

recognizing this crucia1 question, we have chosen to app1y the present 
va1ue ru1e throughout our theoretica1 investigation (see a1so section 
4.1) . 

One more 'neg1ected' ~rea in this study is the question of interre1ated 

factor demand functions. We u~e on1y a two-factor production function and 

assume that output price and 1abour input are ~ore or 1ess free1y adjust

ab1e. This might be justified on the grounds that this could be true 

re1ative to the cost of adjustment in the capita1 stock and that, for some 
types of questions, the results provided in our ana1ysis are not too 

mis1eading. Fina11y, section 5.1 presents a brief discussion of some 

further questions re1ating to the empirica1 ana1ysis. 

1.3 Out1ine of the Study 

Chapter II examines the impact of inf1ation, corporate tax factors and a 
constant debt-capita1 ratio (or a margina1 borrowing ratio) on the 
10ng-run demand for capita1. This chapter concentrates on1y on the 
determinants of the stationary optimal capital stock, i.e. it uses a 
myopic framework. Various formu1as for the user cost of capital are 

deri ved. tJeutra1 ity of the corporate tax system i s consi dered under 
different assumptions. 

In chqpter 111 we consider the effects of a1ternative demand conditions on 
both the'long-run demand for capita1 and on the dynamics of investment. 

It is assumed that firms face strictly convex adjustment costs. Formu1as 
'for the rate of adjustment are derived in the context of alternative 

demand regimes. In the cases of a downward-s1oping demand curve and fixed 

output, we sha11 examine the effects of unanticipated and anticipated 

increases in demand on the time pattern of investment. A critica1 ro1e in 

this ana1ysis is p1ayed by the price elasticity of the demand for the 
firm's products and the properties of the production function. Chapter 
111 a1so assumes a constant debt ratio and the presence of corporate tax 
parameters. The effects of these factors on investment wil1 be examined 

subject to a1ternative demand conditions. More specifica1ly, we sha11 

consider the impact of tax factors both on the 10ng-run demand for 
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capital and on the dynamics of investment. The conditions of the· 
neutrality of the tax system are derived both in respect to the long-run 
demand for capital (steady state neutrality) and in respect to the rate 
of adjustment to the equilibrium level of the capital stock (dynamic 
neutrality); hence we also consider neutrality with respect to investment 
itself. 

Chapter IV is devoted to the analysis of various types of capital market 
imperfections in relation to capital accumulation. First, it is assumed 
that the firm faces a rising cost of capital schedule and the effect of 
this curve is examined with linear and strictly convex adjustment costs. 
Within this framework, we also consider the impact of new equity issues on 
the user cost of capital. This implies that personal tax factors will 
affect the cost of capital"through King's tax discrimination variable. 
Second, the firm is assumed to face quantitative financial constraints in 
its investment decision (dividend or profit constraint). Because of the se 
assumptions a non-myopic investment rule may follow. The effects of tax 
factors are examined throughout chapter IV, and in the profit-constrained 
case somewhat different results follow as compared with the results for 
our other models. 

Chapter V considers the specification of empirical investment equations. 
Among the issues discussed in this chapter are the dynamic structure of 
the investment process, the determinants of the desired capital stock and 
the role of financial factors in the investment equation. 

Chapter VI first briefly presents the underlying statistical data used in 
the econometric analysis and then the empirical results of annual 
investment equations. Chapter VII presents the results of quarterly 
investment analysis. Finally, Chapter VIII presents some concluding 

remarks. 

In the Appendices are presented the formulas for the user cost of capital 
employed in the econometric analysis, a description of the Finnish 
corporate tax system, a discussion of the measurement problems of some 
key variables (rate of return, user cost, tax factors etc.) and their 
respective estimates, a description of the statistical data used and 
finally some econometric (estimation) results. 



PART 1 

THEORETICAL MIALYSIS OF HlVESTMENT BEHAVIOUR UNDER 
VARIOUS ~1ARKET U1PERFECTIONS 

CHAPTER II 

THE EFFEGTS OF INFLATIml, TAX RULES AND THE DEBT-CAPITAL RATIO 
mJ THE DEfvWJD FOR CAPITAL 

2.1 Basic Issues and the Jorgenson Approach 

The aim of this chapter is to consider the fundamental structure of the 

standard neoclassical capital accumulation model (StiG model). The 
financial market assumption (perfect market) of the SNC mOdel, is, 
however, relaxed by assuming that firms have an exogenously given and 
constant debt-capital ratio. The SNG model originally developed by 
Jorgenson usually assumes that the firm is financed entirely by equity 
capital so that interest payments do not enter the definition of taxable 
income.This assumption also implies that the debt-capital (or 
debt-equity) ratio does not affect the user cost of capital. 

The assUl3ption of a constant debt-capital ratio reduces the firn's 
optimal decision problem to an investment decision and the related 
decisions concerning output and labour input. The financial policy of the 

firm·is hence exogenously given and the dividend policy, i .e. the 
allocation of profits between dividends and retained earnings, is of a 
residual nature. 

Although the financial structure of a firm is assumed to be of a simple 
character, the incorporation of a debt-capital ratio in the SNG model 
allows a much richer and more realistic analysis of the impact of corpo
rate tax factors and the rate of inflation on the user cost of capital and 
through it on the demand for capital. Our focus in chapter II is on the 
long-run effects of taxation, inflation and financial structure (debt
capital ratio) on the demand for capital rather than on the short-run 
impact on investment, and hence we ignore nonlinear adjustment costs in 
the models to be developed in this chapter. Effectively, this 
1 ast-mentioned assumption impl ies tilat the flow supply price of capital 
goods is exogenously given to the firm and hence that adjustment costs 
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are linear. It should, however, be recognized that the inclusion of . 
convex adjustment costs would generally lead to a lower optimal capital I 

stock than in the case with linear adjustment costs, but otherwise the' 
steady-state (long-run) properties of the model would be unaltered (see 
chapters 111 and V). We furthermore assume in this chapter that the other 
basic assumptions of the SNC model hold (assumptions 2 - 6, see section 
1.1). Specifically, this means that firms are price takers in the output 

market and hence face a horizontal demand curve. 1 Since all other 
assumptions except the financial market one are the same as in the 
Jorgenson (SNC) model, and, moreover, so as to compare our results with 
those of the Jorgenson model, we shall next briefly present the basic 
features of the Jorgenson approach. 

In the Jorgenson approach the firm is assumed to maximize the present 
value of future net cash flows subject to a standard neoclassical pro
duction function, F(K,L), and to a capital accumulation equation, . 
K = 1 - oK, where K is capital input, L is labour input, 1 is investment, . 
o is a constant economic rate of depreciation and K = dK/dt. The net cash 
flow (y) is usually defined as 

where p is the price of output, Q is output, w is the wage rate, q is the 
price of invesbnent goods and T stands for corporate income taxes. Oirect 
corporate income taxes (T) are defined as 

where u is a (constant) corporate profit tax rate and D represents 
depreciation for tax purposes. It should be noted that in (2.2) interest 
cost deductions are not included in the definition of taxable income. 

Using the standard calculus of variations method or a more simple 
'present value approach', the infinite horizon maximization problem is 
solved to yield the usual marginal productivity conditions for capital 
and labour, i.e. FK = c/p and FL = w/p. A formula for the user cost of 
capital (c) also follows from this optimization problem and it is given 
by the following expression 
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(2.3) 

where p is the discount rate, 9 is the (expected) rat~ of inflation on 
capital goods and z is the present value of depreciation charges on one 
unit of investment (see section 2.2 for the calculation of z).2 If tax 
factors are excluded (u = z = 0), then c = q(p+ö-g). The implicit demand 
functions for capital and labour can be solved from the corresponding 
marginal productivity conditions and they are as follows: 

c w (c w) (2.4) K* = K(p'p); L* = L p'P 

The functions in (2.4) determine the long-run (steady-state) equilibrium 
demand for"capital and labour. Jorgenson derives an explicit formula for 
the desired (optimal) capital stock by assuming a standard Cobb - Douglas 
production function with diminishing returns to scale, i.e. Q = AKaLb, 
a + b < 1, and stationary (static) expectations with respect to prices 
and tax parameters. In this framework, the desired capital stock is given 
by the equation 

(2.5) ap( 1-u)Q 
K* = q{p+ö-g)(1-uz) 

It should be noted that, in this profit maximizing framework with a 
horizontal demand curve (competitive output market), output is also a 
decision variable (endogenous) and it is determined by a relationship 
analogous to (2.4), i.e. Q* = Q(c/p,w/p). Formula (2.5) for K* is 
obtained by using only one of the t~{O marginal productivity con,ditions, 
i.e. the condition that FK = c/p. This implies that output is treated as 
exogenous in the investment decision problem (see below). 

During the last decade the Jorgenson model of opti~al capital accumulation 
described above was heavily critized by many authors mainly on the 

grounds of the very restrictive assumptions on which it is built. Here we 
only briefly list the main points of criticism (for a more detailed 
discussion, see e.g. Brechling 1975, Helliwell 1976, Nickell 1978). The 

list is as follows: 3 
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i) output is treated as exogenous although the underlying theory 
would imply that output is also an endogenous decision 
variable; 

ii) the price of the other factor input (labour) does not affect 
investment decisions; 

iii) the firm is assumed to have a very simple financial structure; 
iv) only long-run demand for capital is determined within this 

theory while the optimal rate of investment is not determined; 
v) expectations of exogenous factors are very simple (stationary or 

static) ; 
vi) production technology is assumed to be of an extreme form 

(putty-putty hypothes;s); and 
vii) personal taxes are not included in the model. 

This chapter is devoted to questions belonging to group (iii) and in 
later chapters we shall consider the other issues (chapter 111 is 
concerned with i) - iv), chapter IV,with iii) - v) and vii) and chapter V 
with all the points in the above list). The outline of this chapter is as 
follows: Section 2.2 develops the standard neoclassical model with a 
constant (aver~ge) debt-capital ratio and in section 2.3 the SNC model is 
extended to include a marginal borro'l/ing ratio. These two models are used 
to derive alternative formulas for the user cost of capital and to 
examine the long-run effects of taxes, inflation and financial ratios on 
the demand for capital. Neutrality conditions of the corporate tax system 
are also discussed in both sections. 

2.2 The Standard Neoclassical Investment f10del 
with a Constant Debt-Capital Ratio 

2.2.1 Background 

In the neoclassical model to be developed in this section it is assumed 
that the firm has an exogenously given and constant debt-capital ratio. 
This assumption implies that firms use both debt and equity capital to 
finance their investment expenditures. Furthermore. it is assumed that 
the firm uses only internal equity capital (retained earnings) and hence 
new equity issues as a source of finance are excluded from the analysis 
(this will. however. be considered in section 4.3). The financial assump-
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tion made here means that the rate of interest on debt finance (r) and the 
discount rate of shareholders (p) may diverge. Basically, this financial 
market assumption implies that a simple form of capital market imperfection 
is introduced into the SNC model and that the first of the underlying 
assumptions of the SNC model is modified (see section 1.1, and section 2.2 
for the reasons for this 'new' assumption). 

The rationale for switching from a perfect capital market approach to an 
imperfect one is the fact that in the real world firms seem to use many 
sources of funds at the same time. A second reason for this 'new' as
sumption is that the inclusion of the financial structure in the SNC 
model enables a deeper analysis of the complex effects of the rate of 
inflation on the demand for capital. This is an important issue because 
the acceleration of inflation in the 1970s caused substantial changes in 
the ~eal value of debt amortizations (i.e. capital gains to equity 
holders) in most western countries. A third reason for this 'new' approach 
is that the neutrality properties of the corporate tax system can be 
derived more completely within this framework than in the context of the 
Jorgenson model. 

Some previous studies have also recognized the role of the debt-capital 
ratio and have developed models to tackle the question of the impact of the 
rate of inflation on investment. Our analysis is related to the work by 
Sumner (1973), Bergström (1976), Södersten (1977, 1982), Boadway (1978, 
1980r, Boadway and Bruce (1979), Ylä-Liedenpohja (1976, 1983a, 1983b), 
Summers (1981) and Poterba and Summers (1983). In the studies by these 
authors. an average (constant) debt-capital or debt-equity ratio is in
corporated in the neoclassical model of the firm. Airaksinen (1979) 
considers the case of a marginal borrowing ratio, a topic which we shall 
address in the next section (2.3). The main difference between our 
analysis and the others is that we make extensive use of a present value 
formulation in deriving and interpreting the results (see also Boadway, 
1980). The basic features of our model are, however, very similar to those 
of the above authors except that in the work of Summers (1981) and Porterba 
and Summers (1983) no explicit formula for the user cost is derived since 
their models are formulated in terms of Tobin's "q"-framework. Instead, 
these authors derive a hypothetical value for the average (or marginal) 
Tobin' s "q"-variable against which investment (or I/K) is then directly 

regressed. 



24 

This seetion also seeks to survey and evaluate previous neoelassieal 
models whieh have ineorporated the eonstancy assumption coneerning the 
debt-capital ratio. We shall al so di scuss in some detail the neutral ity 
eonditions of the corporate income tax system and present some empirical 
caleulations of the real eost of financial capital with parameter values 
typical of the Finnish manufaeturing sector. The ehief aim of this seetion 
is to present alternative formulas for the user eost of eapital which 

will later be used in our empirical analysis of the investment behaviour 
of Finnish eorporations (chapter V). 

2.2.2 Description of the Model and Its Ingredients 

The balanee sheet of the firm is assumed to be of the following form: 4 

(2.6) qK = B + E 

where qK is total capital at eurrent replaeement cost, B is debt (book 
value) and E is equity capital (internal). The cash flow identity of the 
firm is defined as 

. 
(2.7) pQ + B = wL + qI + rB + T + Div 

where Div is dividends and other symbols are the same as in seetion 2.1. 
The assumption of a eonstant debt-eapital ratio is given by 

(2.8) ~ = s qK 

Two arguments ean be put forward whieh may be thought to stand behind 
(2.8). First, a simple (although not entirely satisfaetory) approaeh 

used in the finance literature to represent the effect of uncertainty 
on the financial deeision is to assume that the required rate of return 
on debt increases with leverage (debt-equity ratio), presumably beeause 
of increased bankruptcy risks as well as other factors (see, for example, 
Baumol and Malkiel 1967, Auerbach 1979, Feldstein - Green - Sheshinski 
1978). According to this interpretation, s would be the optimal value of 
the debt-capital ratio whieh minimizes the cost of capital (see chapter IV 
where r is assumed to depend on s). Second, firms might be assumed to be 
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constrained in their use of debt (or equity) capital. Whereas the first 
interpretation would ;mply that the capital market imperfection is 
characterized by a non-linear price system in the financial market, the 
second interpretation effectively means that quantitative credit ration
ing is present. We do not need to choose between these two interpreta
tions here since our point of departure in this chapter is the question: 
What, given the firm's (observed) financial behaviour, ;s the user cost 
of capital and how do various factors (taxes, inflation etc.) affect 
it? The important point to note in this connection is that a weighted 
average cost of capital concept is likely to follow only when firms are 
constrained in their use of debt or equity, or if uncertainty is present. 
Otherwise, the appropriate cost of capital is simply the minimum of the 
casts of debt and equity (see also Auerbach 1983). 

Differentiating (2.8) with respect to time gives the time rate of change 
i n debt capita 1 

. . . 
(2.9) B = s(qK+qK) 

According to (2.9), debt is increased not only in proportion (s) ta net 
investment but also in proportion (s) to the revaluation of the capital 
stock (capital gains component). Without this second term in (2.9), the 
debt-capital ratio would not remain constant during periods of a positive 
rate of inflation on capital goods. In the next section (2.3) we shall 
discuss the rationale behind the (sqK) term. Here it suffices to say that 

if proportion s of gross investment is financed by new loans, then the 

constancy of the debt ratio requires that the rate af amortization on 
existing debt must be equal to o-g (see section 2.3). 

Gross retained earnings (gross cash flow) is defined as 

(2.10) Rg 
= pQ - wL - rB - T - Div 

This definition of Rg is the same as that used in, for example, Atkinson 
and Stiglitz (1980). Rg includes both net profit and current replacement 
cast value of depreciation (qoK). Net retained earnings can now be 
defined as 
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(2.11) Rn 
= pQ - wL - q5K - rB - T - Div 

From the balance sheet (2.6) we can obtain the time rate of change in 
equity 

. . . 
(2.12) E (l-s)(qK+qK) 

In this model framework gross investment is financed by three types of 
finance: depreciation, an increase in net borrowing and an increase in 
internal equity capital. Hence the flow financing identity of investment 
is 

(2.13) qI = Rn + q5K + B = R9 + B 

Corporate income taxes are defined as5 

(2.14) T = u(pQ-wL-rB-D) 

which is equivalent to equation (2.2) except that now the deductibility 
of nominal interest payments (rB) is also included in the definition 
of taxable income. Effectively, this deductibility implies that in the 
following optimization problems the firm is assumed to maximize the 
wealth of its owners, whereas in the Jorgenson model the maximization is 
with respect to the total present (market) value of the firm. 

Using the cash flow identity (2.7) and the tax expression (2.14), the 
following formula for"'dividends results 

. 
(2.15) Div = (l-u)(pQ-wL-rB) - qI + uD + B 

The above formulas (2.6 - 2.15) constitute the basic stock and flow 
identities of the firm which will be used both in this chapter and fairly 
extensively in the subsequent chapters of this study. 

Before turning to consider the optimization problem of the firm, we shall 
briefly present some useful auxiliary equations and concepts which are 
necessary and/or useful in the subsequent analysis. Tax depreciation (0) 
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';s equal to aKH, where a is a tax depreeiation eoeffieient and KH is the 
historie (original) eost value of the eapital stoek defined by the 
equation 

t 
(2.16) KH, t = f e-a(t-v)q(V)I(V)dV 

The eoneept of eapital stoek stemming from true eeonomie depreeiation 
i s defi ned by 

t 
(2.17) K

t 
= f e-o(t-v)I(v)dv 

..00 

where 1 1s the volume (at f1xed pr1ees) of gross investment. The eurrent 
replaeement eost value of the eapital stoek is henee qK. 

Differentiating (2.16) and (2.17) with respeet to time yields the 
following equations of motion for KH and K 

. 
(2.18) i) KH = qI - aKH . 

ii) K = 1 - oK 

These differential equations will be used as eonstraining equations in 
the subsequent optimization problems. It will, however, be soon seen that 
the transition equation for KH is not always neeessary if the present 
value formulation of depreeiation deduetions is used. 

We next eonsider the treatment of depreeiation in the models used below. 
If a unit of eapital is invested at time t, then the undepreeiated part 
of that capital at time v is e-o(v-t). Henee depreeiation at time v 1s 

defined by (assuming 9 = 0)6 

(2.19) d = oe-o(v-t) 
v 

The present value of depreeiation eharges on a unit of investment is then 
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(2.20) 

, 
l 

= j e-P(v-t)d dv = _0_ 
Zo t v p+o 

where p is the discount rate (constant). Likewise, the present value of 

tax depreciation deductions on one unit of gross investment is given by 

(2.21) Z = Z - a 
a - p+a 

where a is the tax depreciation coefficient. 

Finally, we consider the production function basis of our model frame
work. We assume a standard neoclassical production function, F(K,L), 
which is twice continuously differentiable and possesses the usual pro
perties that the first partial derivatives (FK,FL) are positive and the 
second partial derivatives (FKK,FLL ) are negative. Current operating 
profits are defined as gross revenue minus the production costs incurred 
as a result of hiring factors of production other than capi.tal, i .e. 
pQ-wL. The maximized current profits will now be a function of K in the 
following ~/ay: At any instant of time when K is predetermined, the firm 
will choose the amount of labour so as to satisfy the marginal rule 
FL = w/p, where p and w are exogenous to the firm. This gives an implicit 

labour demand function L = L(K). A profit function can now be defined as 
\ 

f(K) = pF(K,L(K)) - wL(K). It is easily shown that f'(K) > 0 and 

(2.22) 

The concavity of F(K,U implies that fOl " 0 and if fOl < 0, then F is 
strictly concave. We shall make use of this profit function below in 
order to simplify the analysis. 



2.2.3 The Optimization Problem and Formulas 
for the User Cost of Capital 

The maximization problem of the firm is now the following: 

. 
subject to Kt = I t - öKt 

In (2.23) it is assumed that the usual nonnegativity constraints hold 
(Kt ) 0, Bt ) 0 and Et ) 0, which would follow if it is assumed that 
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o ~ s ~ 1) and that there is a given stock of initial capital KO' It 
should be noted that in (2.23) only the present value of depreciation 

allowances on new investment (i.e. zqI) is included. The present value of 

depreciation allowances on the existing capital stock can be ignored 

since it is independent of any current or future decisions (see also 
Abel, 1981 and Summers, 1981 and chapter 111). The current value 

Hamiltonian of this control problem is given by 

(2.24) HC = (l-u)f(K) - (l-uz)qI - (l-u)rsqK + sq(I-öK) + S~K + l(I-öK) 

where A (= lt) is the adjoint variable connected with the equation of 
motion for K (that is, A is the shadow price of capital). Assuming an 
interior solution for an optimum and considering first the case in which 

prices are fixed (i .e. 9 = 0), the necessary conditions (Pontryagin's 

maximum principle) are: 

(2.25) i) ~ = (P+Ö)A - (l-u)f'(K) + (l-u)rsq + sqö 

1
"1") . BH

c 
ar- = -q + uzq + sq + A = 0 

It should be noted that all variables in (2.25) are evaluated at their 
'optilnal values' (i.e. at values which satisfy the necessary conditions). 
It is well-known that in infinite horizon problems there is no general 

transversality condition and it is necessary to prove such conditions for 
each case (see Takayama, 1974). We use the sufficiency theorem 
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estab1ished by Arrow and Kurz (1970, propositions 8 - 10), whieh states 
that, if the maximized Hamiltonian HO(K,A) = max He(K,I,A) is a eoneave 

{ I} 
funetion of K for a given A, then any po1iey is optimal that satisfies 

the neeessary eonditions and the following transversality eonditions 
(using our notation) 

(2.26) 1im Ate-Pt > 0, 
t+oo 

It is easily verified that these eonditions hold in our maximization 
problem (A t = eonstant, P > 0, f" < 0). It should be noted that the 
eoneavity requirement is satisfied sinee the Hqmiltonian is jointly 
eoneave in K and 1, although the eoneavity of HO may also hold more 
generally (see Arrow and Kurz, 1970, ehapter V). The suffieieney theorem 
of Arrow and Kurz wil1 be used throughout this study and it is of more 
relevanee when At is not eonstant and when It has an 'optimal' time path 
(see ehapter 111).7 

From the neeessary eonditions in (2.25), the marginal eondition of 
eapital ean be solved as 

(2.27) f'(K*) = ~[(l-UZ)(p+ö)+s((l-u)r-p>] = e 

It should be noted that sinee qt is assumed eonstant, ~ = 0 and K* is the 
equilibrium value of the eapital stoek. The user eost of eapital (e) is 
nowequa1 to f'(K*). Using the relationship between f(K) and F(K,L) it 

e f' (K*) then follows that FK = P = ~p~~ 

The variable pFK/q ean be defined as the gross rate of return before 
taxes on investment, and it gives the minimum gross rate of return that a 
firm ean afford to earn on new investment, leaving stoekholders no worse 
off, i.e. pFK/q is the gross eost of eapita1 (see also Appendix 1 for 
definitions of the real user eost). 

If the priees of eapital goods are assumed to ehange over time (i.e. 
9 = q/q > 0) and assuming furthermore that a proportion x (0 < x < 1) of 

'eapital gains' is regarded as taxable ineome (i.e. xgqK is added to 



taxable ineome in (2.14», then the following formula for the user eost 
ean be solved 

(2.28) e = (1~U)[(1-UZ)(p+5-9)+S((1-u)r-p)+uxg] 

From formulas (2.27) and (2.28) for the user eost, it ean be seen that 
the standard Jorgensonian formula will follow if s = 0 (and x = 0); see 
equation (2.3). Henee it ean be argued that the Jorgensbn approaeh is 
based on the assumption that firms use only equity eapital.8 

31 

Next, we eonsider some transformations of (2.28), and also present some 
empirieal values of the real eost of eapital with parameter values 
typieal of Finnish manufaeturing. We shall then 90 on to eonsider the 
basie eomparative staties properties of our model. Inthe next subseetion 
(2.2.4). the neutrality issue of the eorporate tax system is diseussed. 

In order to examine the eost of financial eapital (i.e. the eos~ of 
eapital) whieh is ineorporated in the above eoneepts of user eost, we 
use the definition of z given by equation (2.21). After some algebraie 
manipulations the following formula for e ;s obtained 

The term inside the square braekets ean be viewed from two different 
angles. If the Samuelson definition of true eeonomie depreeiation is 
used, it is equivalent to q(5-g) (see note 6).9 In this ease a11 the 
other terms in the square braekets represent the real eost of eapital. 
If, on the other hand, true eeonomie depreeiation is defined to exelude 
the ehange in the value of an asset due to inflation, then all the other 
terms inside the square braekets exeept 5 represent the real eost of 
eapital. 10 Both of these definitions of true eeonomie depreeiation will 
be used in seetion (2.2.4) when eonsidering the neutrality issue. 

The nominal eost of eapital in (2.29) is given by 

(2.30) ee
n 

sr + ~[l-s- u(a-5)] 
\1~1 p~ 
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where s is the proportion of a firm's investment finaneed by debt and 

(1-s-u(n-ö)/(p+n)) is the proportion finaneed by internal funds. When 
n > Ö, the firm"is allowed to defer taxes through 'aeeelerated depreei
ation'. The weight of internal equity eapital implies that a third 

eomponent of investment, u(n-ö)/(p+n), is finaneed by deferred taxes, 
thus ensuring that the weights add up to one. The eost of this third 
eomponent ('tax eredit') is zero and eonsequently it does not show up in 
this formula (see also Bergström and Södersten, 1983). 1n effeet, (2.30) 
gives a formula for the 'weighted average eoncept' of the nominal eost of 
eapital, whieh is also used in our empirieal analysis (see ehapter V and 
Appendi x 1). 

, 
Aeeording to the seeond definition of true depreeiation given above 
(i.e. qtö), the effeet of the rate of inflation on the user eost is 
eaptured via the following term: 

(2.31) _ ~g [1-u(z+x)], where z = n+ 
\ .L-U/ P n 

The different ways through whieh inflation affeets the user eost of 
eapital and henee the long-run demand for eapital ean be ~edueed from 

(2.31): 

i) 1nflation reduees the user eost beeause nominal interest 
payments are deduetible. This real interest rateeffeet is 
eaptured by the term -g/(1-u). (We shall have more to say about 
this effeet 1n seetion 2.3 where the real amortization on loans 
is taken into aeeount). 

ii) When depreeiation allowanees are based on historieal eosts under 
eorporate tax laws, inflation reduees their real value and 
therefore the user eost is inereased. This effeet is eaptured by 
the term ugz/(1-u) in (2.31). 

iii) When nominal eapital gains are taxed (0 < x ~ 1), inflation 
inereases the user eost and this effect is refleeted in the term 
ugx/(1-u) in (2.31). 

The net outeome of these effeets on the user eost of eapital is ambiguous 
(Le. an empirieal issue) but it will be seen that for 'reasonable' 
values of parameters the net effeet is to lower eapital eosts (see below). 
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Before presenting some empirical estimates of the real cost of capital, it 
is worth emphasizing here three neglected considerations in the foregoing 
analysis. First, we have not taken into account the effects of personal 
taxes which more naturally arise in the context of new equity issues (see 
Bergström and Södersten, 1983 and chapter IV of thi$ study). Second, it 
has been assumed that inflation does not influence the costs of equity 
(p) and debt (r), but that it affects the debt-capital ratio (see section 
2.2.2). Feldstein and various coauthors (Feldstein, 1976, Feldstein, 
Green and Sheshinski, 1978) have examined the effects of inflation and 
tax factors in a general equilibrium framework where interest rates 
depend on the debt-equity ratio and also react in a Fisherian tradition 
to inflation. Depreciation is, however, not taken into account in this 
analysis. Bergström and Södersten (1983), using a more partial model, 
examine the effects of inflation on capital cost by assuming that real 
interest rates remain constant during inflationary periods. 11 Third, 
it has been assumed that only prices of investment goods change . 
(g > 0) while p and w stay constant, hence implying that relative prices 
are changing (see note 2). The same results would follow even if all 
prices are assumed to change at the same rate (expected relative prices are 
constant), in which case 9 would then measure the rate of change in the 
general price level. 12 

We next present some empirical estimates of the real cost of capital 
(cc r ) in (2.29) which serve to illustrate the order of magnitude of cC r 
with parameter values typical of Finnish manufacturing. Note that cCr 
is obtained by adding the inflation component given by (2.31) to cCn in 
(2.30). Table 1 shows the values of cCr at a 'low' and 'high' rate of 
inflation and assuming alternative values for the tax depreciation rate 
(a) and for the proportion of taxable capital gains (x). 
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TABLE 1. Real Cost of Capital (eer ) with Alternative Values of 
Parameters 

Rate of Inflation 
'Low' 'High' 
(g = 0.05) (g = 0.12) 

Taxless ease 0.070 0.0 
x = 0, ~ 0.2 0.051 -0.064 
x 0.1, ~ 0.2 0.058 -0.046 
x = 0, ~ = 0.3 0.025 -0.080 
x 0.1, ~ 0.3 0.033 -0.062 
x 0, z 1 -0.065 -0.135 
x = 0.1, z = 1 -0.058 -0.117 

Notes: s = 0.6, r = 0.1, p = 0.15, u = 0.6 and 0 
ease eer = sr + (l-s}p - 9 
~ 0.2 eorresponds to z = 0.571 
~ = 0.3 eorresponds to z = 0.666 
z = 1 implies 'free depreeiation'. 
See note 13. 

0.08; in the taxless 

It ean be seen that in all the eases eonsidered (different assumptions 

eoneerning taxation), a 'higher' ra te of inflation leads to a eonsiderably 
lower eapital eost. It is also interesting to observe that at a 'low' 

rate of inflation (about 4 per eent) the real eost of eapital is, in the 
tax ease (x = 0.1,~ = 0.2), equal to the value of ee r in the taxless 
ease. This implies that at afairly low rate of inflation the Finnish 

eorporate tax system would be neutral (see also Ylä-Liedenpohja, 1983). 

It ean also be dedueed from these results that, given the rate of 
inflation, an inerease in tax depreeiation eharges (i.e. z inereases) 
will reduee the real eost of eapital, although two opposite (in sign) 
effeets are eonneeted with a rise in z. First, sinee tax depreeiation is 

based on historie eost, the eost of eapital is inereased through the term 
ugz/(l-u} in (2.31). Seeond, the proportion of 'tax eredits' whieh earry 

a zero eost is inereased, henee implying that the weight of internal 
funds (l-s-u(~-å}/(p+~}) is redueed, and, if it is assumed that 

p > (l-u}r, that the eapital eost is lowered. With our ehosen paranleter 
values, the net effeet of a rise in z is henee to reduee the real eost of 

eapital. 

In sum, the results presented in table 1 indieate that~ with 'reason
able' parameter values ~nd at a 'high' rate of inflation (above 4 per 
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cent), the joint effect of the corporate tax system and the rate of 
inflation is to reduce capital costs from the level obtained in the 
taxless ease (see also the Appendiees of this study).14 It should be 
mentioned that a similar result is also obtained by Bergström and 

Södersten (1983) with rather similar parameter values (the Swedish case) 
but taking into aecount personal taxes and, furthermore, assuming that 

real rates of interest are eonstant. 

Table 2 shows the 'eritical' values of the rate of inflation which give 

a zero value for the real eost of capital (i.e. ee r = 0) with alternative 
values for the debt ratio (s) and for the tax depreeiation eoeffieient 
(a). Other parameter values are the same as in table 1. 

TABLE 2. The Value of the Rate of Inflation (per eent) Whieh Gives 
a Zero Real Cost of Capital (ee = 0, a Higher Rate of 
Inflation Gives a Negative ecr)r 

Debt-eapital 
Ratio (s) 

s = 0.2 
s 0.4 
s 0.6 
s 0.8 
Tax neutral 
(s = 0.&) 

ease 

Tax Depreeiation Coeffieient 
a = 0.2 a = 0.3 Tax neutral ease 
(z = 0.571) (z = 0.666) 

14.8 13.9 
11.4 10.3 
8.1 6.7 
4.7 3.0 

15.0 

Notes: r 0.1, p 0.15, u 0.6,0 0.08, see also table 1. 

From table 2 it ean be seen that the 'eritical' rate of inflation is 

lowered as the debt-eapital ratio and/or the tax depreeiation eoefficient 

is increased. At all levels of the debt ratio, the 'eritical' rate of 
inflation is redueed when tax depreciation eharges are accelerated, 

henee implying that the net effeet of aecelerated depreeiation rules is 
to reduee the eost of eapital despite the two opposing forees. 

These empirieal observations ean be generalized by analyzing more for
mally the comparative static properties of the model. Table 3 presents 

the results. 
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TABLE 3. Long-run Effect of an Increase in Parameters and Variables 
on the Demand for Capital (i.e. on K*) 

parameterj sign of the effect 
variable 

q 
p + 
w ± 
9 ± 
8 
r 
z + 
a + 
p ± 
s ± 
u ± 

Note: ± means that the sign of the effect is indeterminate. 

Table 3 shows that the signs of the steady-state effects of permanent 
increases in price levels are of the 'standard' form. The effects of a 
rise in the interest rate on debt (r), in the economic depreciation 
coefficient (8) and·in the tax depreciation charges (a) are unambiguous 

and of expected sign. All the other effects are indeterminate in sign and 
we shall now consider them in more detail. 

The effect of an increase in the discount ra te (p) will be negative if 
uz2 + s < 1. With 'reasonable' parameter values (see table 1), this 

inequality is likely to hold and hence a rise in the discount rate would 
reduce the long-run demand for capital. It should be emphasized that this 
model is not very appropriate for studying the effect of discount rate 

changes, because with the debt-capital ratio fixed, no substitution can 
take place between debt and equity capital (see section 4.2 where it is 

assumed that r = r(e), e = debtjequity ratio). 

An increase in the debt-ratio (s) will increase the demand for capital if 

p > (l-u)r, which is likely to hold under 'normal' conditions. At 'low' 

values of the discount rate, firms would not invest at all but would accu
mulate financial capital instead (see e.g. Hochman, Hochman and Razin, 1973). 

The effect of inflation on the real cost of financial capital was 
considered above in the light of some empirical parameter values. More 



generally, the effect of a rise in the rate of inflation is to increase 
the demand for capital if uz + ux < 1, which is most likely to hold 'in 
reality' because usually x ~ 0 and u,z are between zero and one (z = 1 

when there is 'free depreciation'). It can hence be concluded that only 
with a 'high' rate of capital gains taxation is the impact of acceler
ating inflation such as to reduce the demand for capital. 
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The last indeterminate sign in table 3 is that relating to the corporate 
income tax rate (u). The effect of a change in the tax rate will be dis
cussed in the next subsection (2.2.4) where neutrality of the corporate 
tax system is also discussed. 

2.2.4 Neutrality of the Corporate Tax System 

Using formula (2.28), the following inequalities can be derived: 

(2.32) Cl K* > 0 • f > P + 0 - (l-x) 9 - sp - - 1 Z - !:..---'=---:-,-~c..:..:...:=---=.!:-
Clu < < p + 0 - 9 

The two 'standard' neutrality conditions in the case of a zero rate of 
inflation (g = 0) are: 

(i) s = 0, and z = 1 

These conditions imply that there is 'free depreciation' and no 
allowance for interest cost deductions in taxation. 15 

s = 1, and z -~ 
o 

These conditions mean that there is full imputed interest deductibility 

and true .economic depreciation for tax purposes (i.e. a = 0). 

Tax neutrality in the case of a nonzero rate of inflation (i.e. 9 > 0) can 
be analyzed in the following way. The first neutrality result (i.e. 
s = 0, z = 1) is directly obtained (assuming x = 0, which is natural since 
z = 1). The second neutrality condition is somewhat more complicated and 
it can be expressed in three alternative ways (note that if s = 1, then 
p = r). 
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First, if true economic depreciation is defined as replacement cost 
depreciation minus the nominal capital gain which accrues on fixed 
assets, then a = 0 - g, and neutrality will follow if all imputed nominal 
interest payments are tax deductible (s = 1). In this case accrued 
nominal capital gains are not directly included in the tax base, i.e. 
x = O. In sum, if s = 1, x = 0, then neutrality follows from (2.32) with 
z = (o-g)!(p+o-g) implying that a = o-g. 

Second, if all accrued nominal capital gains are directly included in the 
tax base (i.e. x = 1) and nominal interest payments are tax deductible 
(i.e. s = 1), then neutrality follows if z is given by 

These results mean that a nondistortionary tax system follows if there is 
replacement cost depreciation plus deductibility of real interest payments, 
or, equivalently, deduction of nominal interest costs and the inclusion 
in the taxable income of nominal capital gains (i.e. the decrease in the 
real value of the firm's debt, see also section 2.3, and King 1977). 

Third, if prices of output and investment goods change at different 
rates (i.e. 9 = p!p, 9 = q!q, 9 * g), then neutrality will follow if 
real interest payments measured in output prices (r-g) are tax 
deductible an? the true economic depreciation is defined as q[o-(g-g)], 

or as q[o- ~~~~l], i .e. true economic depreciation is replacement cost 
depreciation minus the real capital gain accruing on the asset (see note 12). 

In sum, it can be noted that full imputed interest deductibility and 
true economic depreciation alone will not give a neutral tax system. 

A critical role is also played by nominal accrued capital gains on the 
stock of capi ta 1 (see a 1 so Ki ng, 1977). 

The arguments with respect to neutrality can be generalized by applying 
the present value method more extensively. We shall proceed along similar 
lines as Boadway (1980), but the formulation is done, in terms of our 
model framework. Assuming for simplicity that r = p facilitates the 
definition of the present value of terms. We shall employ the following 
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present value eoneepts for a unit of investment: (i) z is as before the 
present value of tax depreeiation eharges, (ii) y is the present value of 

interest deduetions and (iii) v is the present value of nominal aeerued 

eapital gains on eapital ineluded as taxable ineome. Our basie 

definitions for these three present value eoneepts will be: 

(2.34) (i) 

(i ;) 

(i i;) 

It should be noted that in (2.34) z is evaluated at historie (original) 

eost but y and v are evaluated at replaeement eost, i .e. B = sqK and xgqK 

is taxable eapital gains. 

If we for simplieity ex~lude eash-flow effeets assoeiated with the debt 
finaneing of investment (i.e. B and rB), then the following simple 

maximization problem results16 

max j e-rt[(l-u)f(K)-(l-uz-uy+uv)qI]dt 
{I} 0 

. 
whieh is solved subjeet to K = 1 - oK (see seetion 2.2.3). The 

following formula for the user eost ean be obtained 

(2.35) e = (l~ul[ (r+o-g)(l-uz-uy+uv)] 

This new eoneept of the user eost will be equal to the previous one, 

given by e.g. (2.28), if r = p and x = v = o. The inelusion of B and rB 
with the assumption that B = sqK in the basie cash flow identity of the 

firm (see eq. 2.7) would ehange the formula for user eost to 
e = q[(p+o-g)(l-uz-uy+uv)+s((l-u)r-p)]/(l-u) and lead to eorresponding 

ehanges in the diseount ra te in (2.34) but it would not ehange the 

general neutrality eondition obtained from (2.35), that is 
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( 2 • 36 ) z + y = 1 + v 

This result is a generalization of that given in Boadway (1980), where it 
was found that y + z = 1. In (2.36) the present value of taxable capital 
gains is also formally included in the neutrality condition. It should be 
emphasized that condition (2.36) is very general in that it is expressed 
in present value terms of various tax effects and it is hence not 

necessarily restricted to our basic present value concepts given in 
(2.34). For example, the tax depreciation system may, instead of the 
declining balance method in (2.34;), be a straight-line depreciation, the 
sum-of-the-years'-digit scheme etc., with, however, a corresponding 
change in the formula for z. It can generally be stated that equation 
(2.36) defines - for any given rate of interest (r). rate of inflation 
(g) and depreciation system - a relationship between the parameters sand 
x which gives a neutral tax system (in this model s is that portion of 
the full imputed interest cost on total capital which is deductible and x 
is that portion of the accrued nominal capital gain, ~K, which is 

included in taxable income). 

The two standard neutrality conditions discussed above can easily be 
obtained from (2.36) using (2.34). The first case with z = 1 and y = 0 
directly follows from (2.36), i.e. free depreciation and no interest 
deductibility (plus v = 0). The case related to true economic 
depreciation is more complicated, however. The three possibilities for 
neutral ity are: 

(1·) - o-g r d 0 z - r+o-g' y = r+o-g an v = 

In this case true economic depreciation is replacement east depreciation 

minus the nominal capital gain which accrues on capital (i.e. a = o-g), 
nominal interest payments are deductible and nominal capital 9ains are 
not included in the tax base. 

(i i) o rand v = _9_ 
z = r+o -g' y = r+o -g r+0-9 

In this case true economic depreciation is at replacement cost, nominal 
interest payments are deductible and all accrued nominal capital gains 
are included in taxable income. 



( ii i) ö 
z = r+o-g' 

- r-g d = 0 y - r+o-g an v 

In this case true economic depreciation is at replacement cost, real 
interest payments are deductible and nominal capital gains are not 
ineluded in the tax base. 
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Finally, using the inequalities in (2.32) or the equivalent present value 
formulations, it can be dedueed that, the greater is z and/or the higher 
is s (debt ratio), the more likely it is that a rise in the eorporate tax 
rate will inerease demand for eapital. Using the typieal Finnish param
eter values (see table 1, a = 0.2, x ~ 0), it ean be observed that at a 
'low' rate of inflation the Finnish eorporate tax system is neutral. At a 
'high' rate of inflation it favours demand for eapital (by lowering the 
eapital eost), and a rise in the tax rate (u) will induce more demand for 
eapital (beeause of almost untaxable eapital gains arising from the de
erease in the real value of debt). 

2.3 User eost \'1ith a Marginal Borrowing Ratio 

In order to analyze further how inflation affeets eapital eosts, we 
shall use a model with a constant marginal debt ratio instead of the 
average debt ratio. Otherw;se this 'new model' is the same as in the 
previous seetion. This new financial market assumption also integrates 
debt repayments (amort;zations) into the model and henee the impaet of 
inflation on the real value of debt repayments shows up.17 

The general equation of motion for debt eapital is as follows: 

. 
(2.37) B = N - yB 

where N is new loans, and y is the rate of amortization (i.e. y is the 
inverse of the average debt repayment period). 

A eapital market imperfeetion is now assumed to be eharaeterized by the 
following relationship 

( 2 • 38 ) N = mq 1 
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which implies that a constant fraction of gross investment ,is financed by 
raising new loans (see the discussion in section 2.2.2).18 

In the following analysis we make use of three stock variables (KH, K, B) 
and of the corresponding equations of motion (2.18i, 2.18ii and 2.37). 
The formu1as for KH and K were given by equations (2.16) and 2.17), and 
the equivalent equation for B is 

t 
(2.39) Bt = J e-y(t-V)mqvlvdv 

_00 

Tak!ng the time derivative of Bt yields the equation of motion for debt 
as B = mqI - yB. It can easily be shown that the constancy relationship 
(B = sqK) of our previous model will follow if m = sand if the rate of 
amortization (y) is equal to o-g. If the rate of amortization is not 
adjusted for inflation (rate of capital gains), then the average debt
capital ratio would be decreasing over time. If the rate of amortization 
(o-g) is negative, then a firm borrows on its appreciated capital stock 
(in excess of the need for gross borrowing in order to finance investment; 
see below for the rationality of this assumption). 

The dividend expression of the firm can now be presented as (compare (2.15)) 

(2.40) Div = (l-u)f(K) - (l-m)qI - ((l-u)r+y)B + uD - uxgqK 

where nominal capital gains (xgqK) are also included. Total cash flow out 
of the fi rm due to debt fi nance i s equa 1 to (( 1-u) r+y )B. In order to 
simplify the subsequent analysis, we again use the present value method 
and define the following two present values 

00 

e-rtrme-ytdt = ~ (2.41) i) Y1 = J 
0 

r + y 

00 

-rt -yt my ii) Y2 = J e yme dt = --
0 

r + y 

where it is assumed that p r (see the generalization below, eq. (2.45)). 
One unit of investment leads to m units of new debt, and when the amorti-
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zation rate is y the interest payment at t is rme-yt (on investment acquired 
at zero time). Hence the present value of future interest costs on a unit 
of new investment is given by Yl' Similarly, the present value of debt 
amortizations stemming from one unit of investment is determined by Y2' 

The maximization problem of the firm can now be formulated as 
(in the case where r = p) 

(2.42) max j e-rt[(1-U)f(K)-(1-m)qI-(1-U)YlqI-Y2qI+UZ~I-UX9qK]dt 
{I} 0 

. 
which is maximized subject to K 1 - öK (for necessary and sufficient 

conditions, see section 2.2.3). 

Solving the above control problem yields the following formula for the 
user cost of capital 

(2.43) c = ~[(r+ö-g)(1-UZ-UY1)+uXg] 

where z = a/(r+a). From (2.43) it can be seen that, in addition to the 
usual parameters (u, q, r, ö, g, z and x), the user cost of capital now 
also depends on the marginal borrowing ratio (m) and the amortization 
coeff1cient (y).19 It is interesting to compare the concept of user cost 

in (2.43) with that given by the standard Jorgenson formula (2.3), (assum
ing x = 0 and r = p). It can be seen that the user cost is lower in the 
former than in the latter case and the difference is due to the present 
value of tax savings sternming from interest deductions. If debt financing 
is ignored (i.e. m = 0 implying that Yl = 0), then these two concepts of 
user cost are t~e same. 

The 'general' result for the user cost in the case where the discount 
rate and the interest rate on debt are unequal (i.e. p * r) is as follows: 

(2.44) c = ~[(p+ö-9)(1-UZ+(l-U)Yl- ~~)+UXg] 

where Yl = mr/(p+y).20 
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Using this forrnula for c, it can easily be shown that if the rate of debt 
arnortization equalled 0 instead of o-g, then an additional term would be 
added to the 'standard' concepts of user cost derived in the previous 
section. This extra term is gm(p-(1-u)r)/(p+o), which implies that if the 
debt-capital ratio is decreased because of inflation, then the user cost 
of capital is increased when p > (l-u)r, which is likely to hold under 
'normal' circumstances (see table 1). Because the profit-maxirnizing firm 

should aim at a minimum cost of capital, this result means that it is 
'optimal' for such a firm to increase debt due specifically to inflation 
(and not only to finance investment) and thus acquire real capital gains 
(because of the decline in real value of debt). 

The neutrality conditions of taxation can easily be deduced from the 
two user cost concepts above. From (2.43) it can be seen directly that 
neutrality is obtained when Y1 + z = 1 and x = O. The two 'special' 
cases, i.e. i) with 'free depreciation' and no interest cost deductions, 
and ii) with full imputed interest deductions (m = 1) and true economic 
depreciation for tax purposes plus assumptions concerning the taxation 
of nominal capital gains, also follow from (2.43). The first 'special' 
neutrality case also follows directly from (2.44), i.e. z = 1, Y1 = 0, 
irnplying that m = 0 and that x = O. The second 'special' case is obtained 
if z = (o-g)/(p+o-g), m = 1 and x = O. Notice that this definition of z 

impl ies that y = o-g. 

The comparative static properties of this model are broadly similar to 
those of the previous model (section 2.2) and hence we shall present 
results only for the 'new' parameters (m and y) and for the rate of 
inflation (g), which is of special interest in this connection. Using 

(2.44) and the definition of Y1 (in the case where p * r), the partial 
derivative of c with respect to the marginal borrowing ratio (m) is 

(2.45) ~ = ~((1_u)r_p){p+o-g ) 
3m \.l-UI p+y 

When y = o-g, the result is the same as in section (2.2.3), i.e. that an 
increase in the debt-ratio will reduce the user cost if p > (1-u)r. This 
result will also hold in the case of (2.45), unless 9 > p+o. If 
(1-u)r> p, then a rise in the borrowing ratio will reduce the user cost 
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and hence ;ncrease demand for capital if 9 > p+ö. This last result means 
that even if the after-tax interest rate is greater than the discount 
rate, it would be profitable to increase borrowing when the rate of in-

I 

flation is 'high' (in terms of the parameter values presented in table 1, 
this 'high' rate of inflation would be 23 per cent).'This is due to the 
'large' capital gain accruing to the firm in periods of a 'high' rate of 
inflation in terms of a deerease in the real value of debt. 

The partial derivative of the user cost with respect to the rate of 
amortization is given by _ 

The sign of the effect of a rise in the rate of amortization (i.e. a 
shortening in the debt repayment period) on the user cost of capital is 
generally indeterminate. Various 'special' cases can be delineated. For 
exampl e, if p > (l-u) r, then 'dc/'dy > 0 if 9 < p+ö, which might be 
labelled as a 'normal' case (see again the parameter values in table 1). 
Hence a shortening in the debt repayment period would 'normally' mean 
that the demand for capital is reduced. 

Finally, we consider the effect of a rise in the rate of inflation on 
the user cost of capital. The relevant partial derivative is now 

Accelerating inflation (a rise in g) will reduce the user cost of capital 
if u(z+x+Yl) - m(r-p)/(p+y) < 1. In the special case where r = p, the 
requirement is that u{z+x+Yl) < 1, which is likely to hold under 'reason

able' parameter values. Using the definition of Y1' the above inequality 
can also be expressed as u{z+x) + m{{l-u)r-p)/{p+y) < 1. If p > (l-u)r, 

then this inequality is most likely to hold under 'normal' conditions 
since the second term on the left-hand side is negative, ensuring that 
even if u(z+x) is high an increase in the rate of inflation reduces the 
user cost of capital and induces more demand for capital. 

In summary of the discussion in this section (2.3), it can be said that 

although the model presented here is very similar to that in the 
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previous section (2.2), this 'new' model more clearly highlights the 
various channels through which inflation may tend to reduce capital 
costs. The decrease in the real value of debt repayments induced by 
accelerating inflation, and causing 'sizeable' capital gains to firms 
under 'normal' conditions, is of special significance in this respect. 

2.4 Conclusions of Chapter II 

The general aim of this chapter was to incorporate in the standard 
neoclassical investment model a different assumption concerning the 
financial capital market than the hypothesis of a perfect market. To 
achieve thi s goal it was assumed that firms face a .constant debt-capital 
ratio or a constant marginal borrowing ratio. Other basic assumptions of 
the standard neoclassical model were kept intact. 

The hypothesis that firms use both debt and equity (internal) capital 
greatly facilitate~ the analysis of the effects of tax rules, the rate of 
inflation and the financial structure on the long-run demand for capital. 
This kind of a model is more suitable than the SNC model for examining the 
complex joint effects of corporate tax factors and the (expected) rate of 
inflation on the user cost of capital. It was found that, under rather 
'reasonable' parameter value (typical of Finnish manufacturing), an 
acceleration of inflation tends to reduce the user cost of capital, hence 
inducing greater demand for capital. Basically, this result is due to 
the fact that the 'real interest rate effect' or 'the decrease in the real 
value of debt repayments' is greater than the 'erosion' of the historic 
cost tax depreciation charges induced by a rising rate of inflation. In 
this respect it is also significant that nominal capital gains induced by 
inflation are 'almost' nontaxable. 

Various formulas for the user eost of capital were derived in this 
ehapter and they will be used in the empirical analysis of the investment 

behaviour of Finnish firms (chapter VJ. The standard neutrality condi
tions of the corporate tax system were also derived and discussed. 
Furthermore, we were able to derive a very general neutrality condition 
with respect to K* (i.e. y + z - v = 1), which gives the two standard 

neutral ity results as a special case., 



Notes to Chapter II 

1. The formulas for the user cost of capital, which are our chief 
interest in chapter II, are unaffected by the choice of the demand 
regime for the firm's products. However, in chapter 111 it will be 
shown that in a convex adjustment cost framework the dynamics of 
investment is affected by the choice of the demand regime. 
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2. In a steady-state analysis it is customary to assume that parameters 
u, z and ö as well as the discount rate p are constant. Prices may be 
assumed to.chan~e over tim~(~~d)if they char~~v,t the same conft~nf 
rate (g), l.e. lf w = w e v, Pt = P eg and qt = q eg v, 
there is an expecte~ rat~ of inflatl0n oV 100 9 per cent anM all 
relative prices remain constant over time. In this ~ase, the user 
cost of capital depends on the real interest rate (p-g), which is 
defined in terms of the general rate of inflation. If, however, p and 
w are assumed to be constant but qt changes over time, then the real 
interest (discount) rate is determTned by the rate of change in 
capital goods prices, and relative prices are changing over time. 
This issue of constant versus changing relative prices is discussed 
further in section 2.3. Since the models to be developed in 
chapter II are basically myopic, the optimization' problem of the firm 
is solved at each instant of time independently of the past or future 
prospects of the firm's profitability, and hence optimal decision 
rules depend only upon the current period's values of exogenous 
parameters and variables. Hence the analysis would be unaltered even 
if tax parameters u and z were assumed to be time-dependent. If, 
however, p and/or ö were not assumed to be constant, then a 
completely different and more complex model would follow (see e.g. 
Auerbach (1983) where an endogenous economic rate of depreciation is 
assumed) • 

It is worth noting that if qt is also constant, i.e. 9 = 0, then the 
optimal capital stock is also constant but, if 9 * 0, then this 
capital stock is changing over time on account of changing relative 
prices (see Takayama, 1974). 

3. These criticisms of Jorgenson's model have.been evaluated and/or 
developed further by, for example, the following authors: 
i) Gould (1969), Gould and Waud (1973), Helliwell (1976), Brechling 

(1975), tHckell (1978), Abel (1981). 
ii) King (1972), Brechling (1975), Nickell (1978). 
iii) Sumner (1973), Bergström (1976), Södersten (1977, 1982), Boadway 

(1980), Summers (1981), Poterba and Summers (1983) and 
.Ylä-Liedenpohja (1976, 1983); see also section 2.2. 

iv) Gould (1968), Treadway (1969, 1970, 1974), Abel (1980 etc.) and 
many other writers in the adjustment cost literature; see 
tJickell (1978) and chapter III of this study. 

v) Helliwell and Glorieux (1970), Birch and Siebert (1976), Nickell 
(1974, 1978), Schiantarelli (1983); see also chapter V. 

vi) Bischoff (1971), King (1972), Ando-Modigliani-Rasche-Turnovsky 
(1974), Nickell (1978), Saranti s (1979), Abel (1982), 
Schiantarelli (1983); see also chapter V. 

vii) King (1974, 1977), Stiglitz (1973), Auerbach (1979, 1983), 
Summers (1981), Poterba and.Summers (1983), Ylä-Liedenpohja 
(1982, 1983); see chapter IV. 
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4. Time indices are usually omitted in the subsequent analysis if no 
confusion arises. The model is formulated in a continuous time 
framework and the time derivative of variables is denoted by a 
'dot' over the respective variable, e.g. B = ~ etc. 

Financial assets and inventories are excluded from the balance sheet 
(2.6), although in the theoretical analysis we shall use qK as a 
measure of total capital. When calculating empirical values of the 
debt-capital ratio, it must, however, be assumed that the se other 
assets are also included in the concept of total capital in"order that 
the debt-ratio (s) makes sen se, since otherwise it would be more than 
one (see Appendix V and Poterba and Summers, 1983, p. 154). It can 
be thought that in the theoretical analysis other assets are 
implictly assumed to be a fixed proportion of qK and hence that they 
do not affect the optimality results. 

5. In this chapter we assume a 'classical' corporate tax system, implying 
that only the tax rate on undistributed profits (u) enters. A two-rate 
system, with different tax rates on distributed and undistributed 
profits, is considered in section 4.3. 

6. If true economic depreciation is defined according to Samuelson 
(1964), then dv = öe-(ö-g)(v-t). To see this, consider capital at 
time t, qtKt- Taking the time derivative and dividing by qtKt 
yields: 

-1 d(qtKt)· • 
(qtKt) dt = 9 + K/K = 9 - ö, where 9 = q/q. 
Solving this differential equation gives: 
q K = q K e-(ö-g)t This simplifies to e-(ö-g)t for an initial 

t t 00' 
investment of one unit at time zero. 

7. Since capital is costlessly and instantaneously adjustable in (2.23), 
we only get a steady-state (equilibrium) solution and the investment 
decision depends only on the current values of exogenous variables 
It suffices to assume here that firms hold subjectively certain 
expectations about exogenous variables. Optimization is used to 
derive decision rules which are valid as long as expectations are 
correct. When they change, the firm instantaneously solves the 
optimization problem again, using new initial values and new expected 
values. Effectively, this implies that the firm instantaneously jumps 
to the new equilibrium position. Hence in this model the investment 
decision is not really forward looking but rather myopic. 

8. The earlier formulas of Jorgenson (1963, 1965) were of the following 
type: 

(2.28)' 

_ 0 _ aqK _ a rB 
where v - öqK - öqK - 8' and w = rqK' or B = wqK. 

" 
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Hence, although a constant debt-capital ratio was actually assumed, 
only one interest rate enters the formula for the user cost. 
Furthermore, tax depreciation is assumed to be a constant fraction of 
economic depreciation at replacement cost, thus implying that tax 
depreciation is based on current cost, which is usually not the case 
in the real wOrld. It is interesting to notice that Sandmo (1974) 
presents the following result: 

(2.28)" c = q[r+0+1~u(8-a)] 

which is a special case of (2.28)' and follows if v = a/8 and w = 1. 
Hence tax depreciation is based on the current replacement cost value 
of the capital stock and the firm is assumed to use only debt 
capital. In Sandmo's case, direct taxes are thus defined as 
T = u(f(K)-rqK-aqK). 

We shall discuss some other formulas for the user cost in ch~Qter IV 
(section 4.4), where we consider the implications of abinding 
dividend constraint. 

9. According to Samuelson, true economic depreciation is the change in 
the nominal value of an asset (Samuelson, 1964). The value of one 
unit of investment at t is equal to Vt = qte-öt, when qt is the price 
of investment and investment is made at zero time. The change 
(decrease) in the value of this asset is hence -dv/dt = qte-öt(ö-g) 
(see also note 6). 

10. Formula (2.29) is equivalent to that of Ylä-Liedenpohja (1983) and 
Bergström and Södersten (1983) except that they both include 
personal taxes as well. Formula (2.29) is 'restricted' in the sense 
that tax depreciation is assumed to be of the geometric (exponential) 
form whereas formulas (2.27) and (2.28) are more general in this 
respect. 

Formula (2.29) can also be expressed in the following form 

(2.29) , c = q[ 8-g+sr+(1-s)-P- - _u_(z(p+ö )-8)- ~(l-x-z)] 
1~ 1~ 1~ 

(see also Appendix 1). 

11. It might be argued that the assumption of sticky nominal interest 
rates is a reasonable one in Finnish financial market conditions 
where the Central Bank controls interest rates on loans and where 
credit rationing is usually thought to be a permanent phenomenon. 
Hence real interest rates decline when the rate of inflation 
accelerates. It should, however, be noted that both the nominal 
interest rate on loans and the nominal discount rate (measured by the 
interest ra te on government bonds) have increased in a trendwise 
manner in Finland since the middle of the 1960s (see Appendices). The 
Finnish financial market system is also undergoing rapid change at 
present reflecting the influence of market factors, but it still 
remains a 'mixed system' in which there exist both controlled and 
noncontrolled interest rates. The effect of inflation on interest 
rates is difficult to determine in such a system and recent 
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developments (1982 - 1984) have shown that nominal interest rates 
have risen even though the rate of inflation is deeelerating. This is 
due to the faet that the Central Bank has pursued a policy whieh has 
inereased interest rates on debt eapital. 

12. Negleeting the tax faetors (u = z = x = 0), the formula for real 
user eost is % = *(r-q/q+å), where it is also assumed that 
s = O. This ean be rewritten as 

~ = ~r- E. +(å-(~»] p p p q,p 

where å - ~?~ measures the real ehange in asset value and 
r - p/p is the real rate of interest. If relative priees are 
not ehanging, then the real user eost is (q/p)(r-p/p+å) and 
p/p = 9 in our notation. Notiee that (q/p)t = qoegt/poegt, and 
henee the ratio (q/p) is not affeeted by the general rate of 
inflation (see note 2). 

13. We have assumed in table 1 that the proportion of eapital gains whieh 
is t~xable is either zero or 0.1. These assumptions imply that the 
tax 'rate on eapital gains ;s either zero or 0.06, the latter 
following sinee u = 0.6. Aeeording to the prevailing Finnish tax 
system, eapital gains on fixed eapital are tax-free after a ten-year 
holding period (stamp duty is levied on the value of purchase but we 
ignore it here) and henee our assumptions may be regarded as 
'reasonable'. Shareholders ean realize their aeerued eapital gains 
tax-free after a five-year holding period. It should be noted that in 
our model framework the nominal eapital gain is basieally due to the 
deeline in the real value of debt, whieh is untaxed, while nominal 
interest payments on debt are deduetible. 

14. Another issue is whether firms ean in reality use all the available 
tax deduetions. We have assumed that they ean, whieh implies that, 
even with 'maximum' deduetions, the taxable profit would be positive 
(i.e. T > 0), whieh also guarantees that dividend payments ean be 
made. If this assumption is not satisfied, then firms have unutilized 
allowanees whieh form an "expense stoek". Ylä-Liedenpohja (1983) has 
shown that in the "expense stoek" ease, firms behave as if they were 
operating in a taxless eeonomy and henee the tax system is 
non-distortionary. 

15. It should be noted that eondition (i) is'written in simplified form 
sinee essentially we are dealing here with the neutrality issue with 
respeet to debt finanee. In a more eomplete form taxes ean be 
expressed as T = u(f(K) - erB - D), where e = 0 if interest payments 
are not tax deduetible and e = 1 if interest payments are deduetible. 
We now get that 

aK* > O"f > p+å - (1-x)g - Sp + sr(l-e) 
äU (" 1 Z (" (p+å-g) 

Condition (i) follows when e = 0 and r = p (plus 9 = 0). If 
s = e = 1, then eondition (ii) elearly fol1ows (with 9 = 0). 
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16. The maximization problem can also be solved in the following way. For 
a profit maximizing equilibrium the price of capital goods must equal 
the present value of the after-tax returns on investment. Thus 

00 

q = J p R (l_u)e-(P+ö)(v-t)dv + q uy + qtUZ + qtUV 
t t v v t 

where pR is the marginal'before-tax return and the first term on the 
right-hand side is the present value of the net return to a unit of 
capital with no deductions taken into account. The other terms·are the 
present values of tax savings due to future interest, depreciation 
deductions and taxable capital gains on a unit of investment (or q 
units). To determine the marginal product of eapital (R), we 
differentiate with respect to t, whieh gives R = c/p, where e is 
given by (2.35) • 

. 17. Airaksinen (1979) eonsiders a similar model but in a discrete time 
framework. The present- va 1 ue approach used here i s techni ea lly 1 ess 
cumbersome and the properties of the model can more easily (and rnore 
fully) be deduced in our framework. In Airaksinen, the neutrality 
properties are not diseussed whereas our model is suitable for that 
purpose. 

18. It can be argued that the rationale underlying eq. (2.38) is the same 
as that presented in section 2.2.2 for the assumption of an average 
debt-eapital ratio. The assumption that N = mqI could either stern 
from eredit rationing considerations if banks are willing to finance 
only a certain (maximum) fraction of investments by granting loans or 
from an optimal financial policy in an uncertain case. In the latter 
case, if the amortization rate y'is exogenously given to the firm, 
then choosing optimal debt-eapital ratio implies ehoosing an optirnal 
value of m (see also Poterba and Su~ners 1983, p. 141) • 

. 
19. Assuming that N = mqK = m(qI-öqK), the following formula for 

the user eost follows 

(2.44)' ·c = ~[(l-uz)(r+ö-g)+m((r+ö-g)~~~~ +ö)+uxg] 

Using this concept of c would not alter the qualitative implications 
of our model • 

20. Alternatively (2.44) ean be expressed as 

e = ~[(p +ö -g) (l-uz) +m( (l-u) r-p )(p+ö+y-g)+uxg] 
\~-UJ p 



CHAPTER II 1 

THE EFFECTS OF DEMAND CONDITIONS ON THE DnJAMICS OF 
INVESTMENT BEHAVIOUR 

3.1 Introduction 

In the preceding chapter we considered the effects of various exogenous 
factors (taxes, inflation, financial structure etc.) on the long-run 
(steady state) demand for capital. The model used for this purpose was 
the same as the standardneoclassical model except that the financial 
market assumption was more general. The purpose of this chapter is to 
analyze model s which are even more 'general' than the previous ones. l~e 

shall retain the financial market assumption made in chapter II but relax 
assumptions 5 and 6 of the SNC model (see section 1.2). 

First, it is assumed that the firm faces strictly convex (external) 
adjustment costs, i .e. it faces an increasing flow supply price of 
capital goods. Second, in the previous chapter the firm was assumed to 
face a horizontal demand curve (perfect output market) but now we shall 
systematically consider three forms of demand conditions: horizontal, 
vertical and downward-sloping curves. 1 Taken together, these new assump
tions imply that the purpose is to study investment behaviour (and not 
only demand for capital) in the context of various market imperfections. 
We believe that these new assumptions might be more 'realistic' than the 
previous ones and that they will allow the analysis of the effects of 
some aspects of investment decisions (dynamics, expected demand) which 
could not be dealt with in the previous models. 

The assumption of nonlinear adjustment costs means that the behaviour of 
firms can no longer b~ characterized by the myopic rule, according to 
which optimal decisions depend only upon the current period's values of 
exogenous variables. In a strictly convex adjustment cost framewprk, the 
essential feature of investment decisions is that they are inherently 
forward-looking since they depend upon expectations of future values of 
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relevant variables. Adjustment costs provide one rationale for the 
importance of future events (for other rationales, see section 1.1). 
Since the environment in which the firm operates is assumed to be one of 
perfect certainty concerning the future, we are effectively dealing with 
'perfect foresight' rational expectations models. 

The standard adjustment cost literature has almost invariably assumed a 
perfect output and capital market (see, e.g., Gould 1968, Lucas 1967, 
Treadway 1969, '1974, Takayama 1974 etc.). Corporate tax factors have 
usually been excluded from this literature. Abel, however, has recently 
examined in a series of articles the dynamic effects of corporate tax 
policy on investment (see Abel 1980, 1981, 1982, also Summers 1981 and 
Poterba and Summers 1983). Abel assumes that the firm is financed 
entirely by equity capital so that interest payments do not enter taxable 
i neome. ~1oreover, the firm i s usually assumed to operate i n a perfect 
output market. 

As regards alternative demand conditions, only a few studies in the 
adjustment cost field have considered the impact of an imperfect product 
market (fixed output or downward-sloping demand curve). Grossman (1972) 
considers basically the same issue as we do here but restricts the 
analysis to fixed price and fixed output cases. He also assumes a 
perfect capital market and excludes tax factors. Nickell (1978) considers 
the cases of horizontal and downward-sloping demand curves but is 
concerned with a someHhat different issue than in our case (Nickell does 
not consider explicitly formulas for the rate of adjustment, which are 
the basic issue dealt with here). Abel (1981b) examines the response of 
investment to changes in output and price factors when the firm is faced 
with a fixed output. However, he assumes a perfect capital market and 
does not consider explicitly formulas for the adjustment speed. 

In sum, it can be stated that the basic difference between our approach 
and that of other authors is that we assume an imperfect capital market 
whereas they adopt the assumption of a perfect market, implying that the 
discount rate and the rate of interest on borröwing are equal. It will be 
seen that, even within a given demand regime, the dynamic properties of 
investment will change when one moves from a perfect capital market to an 
imperfect one. We also'present a systematic treatment of the three demand 
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regimes and consider the impact of an increase in anticipated future 
demand on the timing of investment. 

The results of this chapter clearly show that the dynamic behaviour of 
investment is rather sensitive with respect to the following factors: 
i} the returns to scale assumption of the production function, ii) demand 
conditions, iii}the capital market assumption and iv} tax parameters. It 
can generally also be said that the dynamics of investment is endogenous 
and that Gould's result {constant speed of adjustment} does not generally 
hold. It is worth mentioning ·here that an attempt will be made in the 
empirical part of this study to test the effect of alternative demand 
regimes on the(endogenous} rate of adjustment. 

Before presenting the outline of this chapter we shall briefly consider 
the implications of nonlinear adjustment costs. As mentioned above it is 
assumed here that firms face strictly convex adjustment costs when 
acquiring new investment goods. It is furthermore assumed that adjustfolent 
costs are a function of gross investment, i.e. C(I} with C' > 0, C' I > 0 
for 1 > 0, C(O} = 0 (see al so Takayma 1974, tJi ckell 1978). 

Many forms of adjustment costs have been suggested in the literature (see 
e.g., Lucas 1967, Treadway 1969, 1971, 1974, Uzawa 1969, Takayama 1974). 
As far as the general dynamic structure of the investment process is 
concerned, the implications of different strictly convex formulations are 
more or less the same since they all produce a slow adjustment path to 
the equilibrium level of the capital stock (see also Nickell 1978, 
chapter 3). The long-run (equilibrium) properties of various adjustment 
cost models ean, however, be quite different. The assumption that 
adjustment costs are a function of gross investment implies that even in 
the ease of a eonstant-returns-to-scale produetion function the firm will 
be of bounded size, whieh ;s not the case with net investment adjustment 
costs. 

Although alternative adjustment eost models might produee different 
equilibrium results and in some cases also different dynamic properties, 
we have chosen to deal here only with external gross investment 
adjustment costs. 2 In the real world one might certainly expect that 
adjustment costs are-a mixture of many different forfolsbut since the 
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general features of the adjustment path are the main issue here. it seems 
aeeeptable to us to restriet the analysis to one type of adjustment eost 
(see also Niekell 1978). The.ehoiee of gross investment eosts ean also be 
defended on the grounds that this type of eost represents a well-defined 
market phenomenon whereas some other types of adjustment eosts-are of a 
more 'unspeeified' eharaeter. 3 

We ean now summarize the advantages of using the adjustment eost approaeh 
over the previous SNC approaeh (ehapter II). First. the adjustment eost 
approaeh leads direetly to a well-defined investment funetion rather than 
only to a demand for eapital funetion. Seeond. a firm that has no 
determinate faetor demand funetions in the SNC model when the produetion 
funetion is eharaeterized by eonstant returns to seale may have deter
minate funetions with adjustment eosts. Third, adjustment eosts provide a 
theoretieal justifieation for the distributed lag models whieh are used 
extensively in empirieal researeh in this field. Fourth, the myopia that 
eharaeterizes investment deeisions in the SMC model is no longer present 
and the firm's eurrent investment poliey depends on future events. 

The outline of the present ehapter is as follows: Seetion 2 develops the 
basie model and eonsiders it under the assumption of a horizontal demand 
eurve. Seetion 3 eonsiders theease of a downward-sloping demand eurve 
and see~ion 4 the ease of an exeess supply (i.e. eost minimization 
model). In seetion 4 we also analyze the impaet of antieipated and 
unantieipated inereases in demand on investment behaviour. The last 
seetion presents the main eonelusions of this ehapter. 

3.2 The Case of a Perfeet Output Market 

In this seetion the basie model to be analyzed in this ehapter is 
developed. The model is the same as in the previous chapter exeept that 
the firm is now assumed to faee strictly convex adjustment eosts. 
Furthermore. it is assumed in this section that the firm faees a 
horizontal demand curve (i.e. perfeet produet market with p given). The 
produetion funetion is assumed to possess either decreasing or constant 
returns to scale and hence the profit funetion f(K) has the properties 
f' > 0, f" .. O. The ease f" = 0 eorresponds to the assumption of constant 
returns to seale. 
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3.2.1 The Model and Necessary Conditions for an Optimum 

It is assumed that (external) adjustment costs C(I) possess the prop
erties describedin section 3.1 (Le. C' > 0, C" > 0). Furthermore, it is 

assumed that all costs of investment defined by qt[It+C(I t )] are 
capitalized in the (tax) depreciation value of the capital stock (i.e. 
the book value of the capital stock) and hence they are depreciated over 
time. 4 Alternatively, it coul-d be assumed that adjustment costs qC(I) 
are immediately charged for tax purposes rather than amortized over time. 
This difference in the tax treatment of adjustment costs does not affect 
the basic character of the results obtained in this chapter (see also 
note 9). 

The net cash flow identity (i.e. dividends) is now given by 

(3.1) Divt = (l-ut)[f(Kt)-rsqt~tJ - qt[It+C(I t )] 

t 
+ ut J Dt_vqv(Iv+COv»dv + sqt(It-oKt) + sqKt _00 

where it is assumed that the debt ratio s is constant (the rate of 
amortization is hence o-g, see chapter II) and Dt _v is the depreciation 
allowance per unit of investment acquired at time v. Thus, the integral 
in this formula (multiplied by u) is the tax bill saving at time t due to 
the tax depreciation allowance on all past investments. 

The firm is again assumed to maximize the present value of its net cash 
flows and hence the objective of the firm is 

t 
+ ut J Dt_vqv(Iv+C(Iv»dv + sqt(It-oKt ) + sqKt}dt 

_00 

. 
subject to K = 1 - oK and a given initial stock of capital. 

This maximization problem can be simplified (as in chapter II) by noting 



57 

that the present value of current and future tax deductions attributable 
to past investments is independent of current and future decisions of the 
firm, and hence it can be ignored in the optimization. 5 

The present value of depreciation allowance accruing to a unit of new 
capital is defined in the usual way (see chapter II) as 

(3.3) d 'f -~t h /() an 1 Dt = ~e , t en z = ~ p+a 

The maximization problem in (3.2) can be expressed as 

(3.4) max j e-pt{ (l-ut )[f(K t )-rsqtKt] + sqtIt - sqt(o-9)K t {I} 0 

- qt[l-u t j Dve-PVdv] (It+C(It»}dt 
o 

Solving the necessary conditions from the current value Hamiltonian 
implied by this maximization problem (with A as the shadow price of 
capital) gives 

~ 

ii) At = qt(l+C'(I t »(l-U t J Dve-Pvdv) - sqt 
o 

According to ii), the optimal rate of investment is obtained by equating 
the net marginal cost of investment with the shadow price of capital (see 

section 3.1.2). 

A solution to the first-order non-linear differential equation (3.5i) is 

(assuming 9 = 0) 

(3.6) A = j [(l-u )(f'(K )_srq)_soq]e-(p+o)(v-t)dV 
t t v v 
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which is obtained from the general solution using the transversality 
condition. 6 The value of At is the present value of the stream of after
tax marginal profits (rentals) accruing to the undepreciated portion of 
a unit of capital installed at time t minus the net cash flow out of the 
firm due todebt services. The debt services include both after-tax 
interest payments (l-u)srq and repayment of debt qos, where 0 is the rate 
of amortization (see chapter II). If it is assumed that qt is time
dependent (i.e. 9 = q/q * 0), the constancy of the debt-capital ratio s 
would actually require that the rate of amortization is equal to (o-g). 
If, furthermore, a constant proportion of capital g~ins 1s assumed taxable, 
then (3.6) becomes 

(3.7) A
t 

= j [(1-u )f'(K )-sq «(1_u)r+o_g+uxg)]e-(p+o)(v-t)dv 
t v v v 

where sq( (l-u)r+o-g+uxg) is the cash flow out of the firm due to debt 
services and capital gains taxes. In the subsequent analysis of this 
chapter, we shall usually ignore the terms sqg and -suxqg and hence 
consider the case where qt is fixed. 

Equations (3.5) and (3.7) hold along the optimal path. These equations 
are quite general in that they allow the profit function f(K) to be 
ei ther 1 i near or concave and to shift over time. f~oreover, very few 
restrictions are placed on the tax parameters and the tax rate is allowed 
to change over time. The tax parameters must satisfy the condition 
(1 - uz) > 0 in order that the net cost of investment is positive for 
1 > 0 (uv and Dv now are assumed constant).7 

Using the relationship between A and 1 as given by (3.5i;), equation 
(3.7) gives an optimal decision rule for investment. HO\1eVer, this 
condition is not very revealing, because the right-hand side depends upon 
the complete time path of the capital stock (from t to the infinite 
future) and the left-hand side is a function of the current rate of 
investment (see below). Equation (3.7) with C'(I t ) inserted in it also 
clearly shows the .forward-looking character of investment decisions in a 
strictly convex adjustment cost framework. 
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3.2.2 Evaluation of the Model 

We assume next that the tax rate (u t ), the present value of depreeiation 
eharges (z) and priees are fixed (eonstant). The neeessary eondition 
(3.5ii) ean then be expressed as 

The optimal deeision rule for investment is now given by 

(3.9) e' (I t ) 1 j e-(p+1S )(v-t)[ {l-u)f' (K)-sq( (1-u)r+1S )]dv 
q(l-uz) t 

+ s 1 (l-uz) -

Along the optimal path, the eapital stoek must satisfy the following 
relationship: 

. . . 
The stationary solution (K = 0, 1 = 0 and A = 0) gives the following 
formula for the user eost of eapital (i.e. f'(K*) = e) 

(3.11) e = ~[(p+IS)(1-UZ)(1+C')+S((1-u)r-p)] 

where e' = e'(I*) and 1* = ISK*. This formula for the user eost is 
equivalent to our previous eoneept (2.26) exeept that now adjustment 
eosts affeet the user eost. Formula (3.11) implies that even at the 
equilibrium point the firm ineurs adjustment costs and henee the steady
state demand for eapital is now lower than previously. If it were assumed . 
that C = C(K), then the marginal eosts of adjustment would be zero 
(if C(O) = 0) at the equilibrium point. 

Sinee C(I) is inereasing monotonieally, It ean be solved from (3.8) as 
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,-1{ At s } 
(3.12) I t = c q(l-uzJ + (l-uzJ - 1 

This equation determines the optimal time rate of investment as a func-
tion of the shadow price of capital. If a perfect capital market were 
assumed (i.e. p = rand s = 0), then ~t defined as At /q(l-uz) would be a 
marginal Tobin's "q"-variable, since it is the ratio of the marginal 

shadow price of capital to the tax-adjusted replacement cost of new 
investment (note that A is the marginal value of an additional unit of 

installed capital, see section 3.1.2). \~e would then have a more common 
investment function than in (3.12), i.e. 1 = C,-1{~t-1}. It should be noticed 
that the relationship between investments in perfect and imperfect 

capital markets cannot be inferred directly from (3.12), since the debt 
ratio s affects investment in (3.12) both directly through the term 
s/(l-uz) and indirectly through its effect on A. However, in the case of 
a linearly homogeneous production function, a more revealing comparison 

can be made (see below). 

Using (3.5i) and the equation of motion for the capital stock jointly 
with (3.12), gives the following system of two non-linear differential 
equations 

(3.13) ,.) K
O 

1 "K C· ,-1(,) "K t t - U t = A t - U t 

where C,-l iswritten in simplified form (see 3.12). 

Since this system is autonomous, its behaviour can conveniently be 
analyzed in the (A,K) space. The equation for the (~ = 0) curve can be 

solved from (3.13ii) 

(3.14) dAlo = (l-u)f"(K) < 0 
dK A=O , p + 6 



The (~ = O) locus slopes downwards since the shadow price of capital 
along this schedule is equal to the present value of after-tax rentals. 
An i ncrease i n K wi 11 reduce the renta 1 va 1 ue because f" (K) < 0 

(decreasing returns to scale assumption) • 

. 
The equation for the (K = D) curve can be solved from (3.13i). This 

gives 

(3.15) M-IK=O 1 
qö (l-uz)C" > 0 

. 
and hence the (K = D) locus slopes upward in the (K,A) space. Figure 1 
illustrates the behaviour of this system. 

FIGURE 1. 
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From this figure it is obvious that the steady state is a saddle point. 
For any value of the capital stock, there exists a unique value of A 
which will allow this system (A,K) to reach a stationary point (A*,K*). 
This unique path is described by the two trajectories "»" and "«" (a11 
other paths lead to either an infinitely large capital stock or to a zero 
level of capital stock). At the equilibrium point (K*,A*) investment is 

given by It = 1* =öK* (Le. investment is only replacement investment). 
When KO < K* (the only case considered here), the basic dynamic \ 

properties of this systern can be summarized as dKt/dt > D and dlt/d~. < ~, 
which implies that investment is steadily declining along the optimal 
path (i.e. monotonic behaviour). 
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We shall next analyze more formally the dynamics and the saddle-point 
property of this model. Linearizing the differential equation system in 
(3.13) around its steady state gives 

(3.16) ~t = (P+O)(At-A*) - (l-u)f"(K*)(Kt - K*) 

Kt = q(l-uzTCUtI*j(A t -A*) - å(Kt-K*) 

This linearized system can be expressed in matrix form as 

(3.17) -(l-U)f
ll

] [A-A*] 

-0 K-K* 

The roots of the characteristic equation of this system are real and 
opposite in signe Hence the stationary point is a saddle point as 
illustrated in figure 1. Since we impose the requirement that the system 
must approach its steady state, we must discard the positive root and the 
motion of Kt is governed entirely by the one negative root (say k1). This 
gives 

k t 
(3.18) (i) Kt K* + e 1 (K*-KO) 

(ii) R = -k (K* - K ) 
t 1 t 

Equations (3.18) give the unique perfect foresight path to the equi
librium. In the spirit of rational expectations, it can also be said that, 
given the current level of the capital stock (and perfect foresight), 
there is a unique value of the shadow price of capital which will allow 
the system to reach its steady state~. 

Recalling that -k1 is positive, we obtain the result that the capital 
stock moves towards K* at a rate proportional to the gap K* - Kt • This 
result is the linear approximation to the 'flexible accelerator' model as 
suggested in Gould (1968). The speed of adjustment is given as 
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_ p l(p+2ö)2 {l-U)f" 
(3.19) -k1 - - ~ + 4 - q{l-uz)C" 

It can be seen that the rate of adjustment is endogenous since it depends 
on eli and fll. and, furthermore, it is larger than the depreciation 
coefficient ö because the second term in the square root is positive 
(eli> 0 and f" < 0). The ra te of adjustment also depends upon the tax 

parameters. 

Before considering some comparative static and dynamic properties of this 
model, it is worth analyzing the model in the case of the constant
returns-to-sc.ale production function. In this case f" = 0 and the capital
labour ratio is uniquely determined by the real wage rate. The production 
function F(K,L) can be written as Lg(t), where t = K/L. The marginal 
productivity rule F

L 
= w/p may be replaced by 9 - t ag/at = w/p 

(for all t). Since the marginal product of labour is increasing in the 
capital-labour ratio this equation may be solved to give t = h(w/p), 
where h' > O. The marginal product of capital can be written as ag{t)/at, 
and, using t = h(w/p), the optimal deci sion rul e for investment will be 
as follows (compare 3.9): 

(3.20) C'(It) 1 j e-{P+ö){v-t)[{1_u)p ~htV)} 
qt{l-uz) t . v at Pv 

-sq ((I-u)r+ö-g)]dv + ~)- 1 v \~-uz 

It can be seen that (3.20) gives an optimal investment rule in which the 
level of investment is determined by the current and future prices 
(q,p,w). The important point to notice is that current investment 
decisions depend upon future price developments, implying that the 
investment decision has a forward-looking character. 

Assuming that all prices are expected to remain constant, eq. (3.20) 

reduces to 
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(3.21) 
(l-U)P9n(w/p) - sq((I-u)r-p) 

e'(I)=" 1 t q(1-uz)(p+ö) -

This states that investment should be adjusted so as to make the dis
counted net marginal benefits from a greater capital stock equal to the 
marginal cost of investment. It should be noted that the marginal benefits 
are now larger (if p > (l-u)r) than in the case of a perfect capital 

market (i.e. s = 0, r = p) and hence the rate of investment is higher in 
the imperfect financial market than in a perfect market on account of tax 
benefits arising from the use of debt finance. 

Within this model, however, a very different time path of investment 
follows as compared to the decreasing returns to scale model (when prices 
are assumed fixed). We now obtain the following investment function: 

(3.22) 
,-1 (l-u)P9R,(w/P) - sq((I-u)r-p) 

It = e { q(1-uz) (p+ö) - 1} _ I
C 

where IC is constant. In the constant returns to scale model, the optimal 
rate of investment is constant over time (see also Gould, 1968 and 
Takayma, 1974). 

The (~ = 0) locus (in figure 1) is now horizontal since ~Ii=o = O. The 
characteristic roots of this linearized system are obtained from (3.17) 

setting f" = 0, and these roots are -15 and p+ö. The equation of motion of 
Kt is given by 

. 
(3.23) K

t 
= 15 (K*-K

t
) 

It can be seen that the rate of adjustment is equal to the rate of 
depreciation. Thus it can be concluded that the original result by Gould 
(1968) also holds in our model including tax factors and a capital market 

imperfection (the debt ratio s > 0, and r * p). It can also be observed 
that the ra te of adjustment is faster in the case of decreasing returns 
to scale than in the case of constant returns to scale. This issue of 
relative speeds of adjustment will be discussed further when we analyze 
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the rate of adjustment under alternative demand regimes in the following 
sections. It should also be noted that, with a linearly homogeneous 
production function, the rate of adjustment is constant and independent 
of corporate tax parameters, although these affect the optimal value of 
gross investment. 

3.2.3 Some Comparative Static and Dynamic Results 

It should be emphasized that in a perfect foresight model all future 
shocks are anticipated, since the whole future is known with certainty. 
The only unexpected changes are surprise shocks that occur in the current 
(present) time period. Essentially, the distinction between unexpected 
and expected shocks has as its analogue in the perfect foresight (rational 
expectations) framework in the distinction between current and future 
changes. In examining the comparative statics properties, one is basically 
analyzing the effects of unanticipated (permanent) exogenous changes from 
an initial position of steady-state equilibrium. 

The comparative static properties with respect to K* and X* can be 
determined by using the following equations 

(3.24) i) ~ = 0 => (p+ö)X* - (l-u)f'(K*) + sq((l-u)r+ö) = 0 . 
ii) K = 0 => X* - q(l-uz)C'(öK*) - q(l-uz-s) = 0 

Since It is an increasing function of the shadow price of capital, the 
comparative static properties with respect to 1* can be obtained directly 
through X*. The Jacobian of this ~stem is J = -(p+ö)qö(l-uz)C" + (l-u)f" 
and hence J < 0, implying that the solution is locally unique (since 

J * 0). 

Using the Jacobian and Cramer's rule, we can examine the comparative 
static properties, i.e. the partial derivatives of K* and X* with respect 
to exogenous parameters and variables. 

The comparative static results with respect to the optimal stationary 
level of the capital stock (K*) are the same in terms of the signs of the 
effects of permanent increases in parameters and variables as those 
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obtained in ehapter II (see table 3) with the deereasing returns to seale 
assu~ption (f" < 0). It should, however, be noted that, sinee the total 
eost of investment inereases with gross investment,the present model 
leads to a lower optimal eapital stoek than the eorresponding model in 
ehapter II (sinee C'(åK*) > 0, see eq. 3.11). The effeet of an inerease 
in the wage rate is generally indeterrninate but 'normally' we would 
expeet it to be negative. 8 The effeets with respeet to the optimal 

stationary level of investment 0* = åK*) are the .same as those with 
respeet to K* exeept that the effeet of an inerease in the rate of 
depreeiation (å) is ambiguous. When å inereases this must neeessarily 
reduee K* but the stationary value of investment ean either deerease or 
inerease sinee 1* = åK*. 

Of special interest in this neoelassieal framework 1s the effeet of a 
(permanent) tax rate ehange on K* and on 1*. The analogous result to that 
in eq. (2.32) 1s as follows 

ilK* > > (p+å )(1+C') - sp 
(3.25) älJ <: 0 as z <: (p+å)(l+C'j 

If C' = 0, these inequalities reduee to those given in (2.32). The first 
neutrality eondition with s = 0 and z = 1 (i.e. no interest deduetibility 
and free depreeiation) follows direetly. The seeond neutrality eondition ' 
with tax depreeiation equal to eeonomie (true) depreeiation is again more 

eomplieated. At this point, we should remember that the total eost of in
vestment is assumed to be q(I+C(I)) and that this eost is used as a bas1s 
for tax depreeiation eharges (see seetion 3.2.1). Henee, the marginal eost 
per unit af investment is I+C'. Effeetively, we are assuming here that 
adjustment eosts are also tax deduetible. Henee the seeond neutrality 
eondition is equal to z = 1 - p/(p+å)(I+C'), where p/(p+å)(I+C') is the 
present value of imputed interest deduetions per unit of eapital • 

The two standard neutral1ty eonditions ean also be direetly obtained from 
(3.11). First, if z = 1 and p = r v/ith no interest deduetibility, 
neutrality follows. Seeond, if z = å/(p+å) and p = (l-u)r, neutrality 
again follows. The formula of the neutral user eost is given by 
e = q(p+å)(I+C'). 
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Comparative dynamic analysi s of the effects of (temporary or permanent) 
changes in exogenous factors on the time path of investment is more 
cumbersome to carry outo In principle, this kind of analysis can be done 
assuming either static (stationary) or non-static (variable) expectations 
about relevant variables and parameters. The most difficult case ~o 
analyze is when expectations are not static (an example of comparative 
dynamic analysis when output price is time-dependent is presented in 
Gould (1968)). 

When prices (and other exogenous factors) are assumed fixed (i.e. static 
expectations), comparative dynamic analysis can be performed using the 
relationship between A and 1 as given by (3.12) or by (3.22) and noting 
that 1 is an increasing function of A. In the case of constant returns to 
scale, this analysis is most straightforward since 1 and A are constant. 
Using (3.22) it can easily be shown that the (constant) level of invest
ment is directly (positively) related to the output price and to the 
depreciation rules (z) and inversely (negatively) related both to the 
wage rate and to the rate of interest (changes in p, z, w and r must then 
be understood to be permanent). The effect of an increase in the debt 
ratio (s) is positive if p > {l-u)r and the effect of a change in the tax 
rate (u) is generally ambiguous, but the two standard neutrality 
conditions hold in the case of investment equation (3.22). In section 3.4 

we shall consider the effects of both anticipated (future) and 
unanticipated (present) demand changes on the dynamic path of investment. 

More generally the neutrality issue of the whole dynamic path of the 
present investment model can be considered as follows. The equation for 
the time rate of investment (i = dI/dt) can be obtained from (3.10) as 

(3.26) i q[{p+å){1-uz){l+C') + s{{l-u)r-p)) - (l-u)f'{K) 
q{1-uz)C ii 

With free depreciation (z = 1) and no interest deductibility (s = 0 or 
r = p, see note 15 in chapter II) neutrality with respect to the rate of 
investment follows, i.e. i is independent of the tax rate U. However, the 

J 
case of true economic depreciation (z = s/{p + å)) with interest cost 
deductibility {p = (1 - u)r) does not directly lead to a nondistortionary 
situation (see also King 1977, p. 239). Within a simplified version of 
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th;s model neutrality of i can, however, be obtained. 

If we use the same approach as ;n section 2.2.4 (see eq. 2.35) and add 
the separable external adjustment costs qC(I) to the model (see section 
3.2.1), the following equation results 

(3.27) i q(r+ö)(1-uz-uy)(1+C') - (1-u)f' 
q(l-uz-uy)C' , 

This equation for i is derived under the assumptions that p = r, the firm 
maximizes the present value of the total company (all assets) and that 
adjustment costs are depreciated over time as ordinary costs of 
investment (qI). It can be seen from (3.27) that the time rate of 
investment is independent of the tax ra te u when z + y = 1 and hence 
neutrality also follows with true depreciation. Our original model 
incorporating the term sq((1 - u)r - p) seems to give neutrality in the 
case of true depreciation only when the repayment of debt is also tax 
deductible. 9 Note 9 considers some other approaches used in the 
literature to achieve neutrality of the dynamic investment path in the 
case of true depreciation and interest deductibility (see Hartman 1978 
and Abel 1983). Finally, it should be noted that the formula for the rate 
of adjustment (eq. 3.19) is independent of the tax rate u in the case of 
free depreciation (local neutrality property around K* with z = 1). 
Furthermore, if we use the same approach as in deriving equation (3.27), 
then the term q(1-uz)C" in the formula for the rate of adjustment 
(eq. 3.19) will be replaced by the term q(1-uz-uy)C", and hence the speed 
of adjustment is neutral when y + z = 1. 

3.3 The Case of a Downward-Sloping.Demand Curve 

The importance of a downward-sloping demand regime for investment has 
been previously recognized by, among others, Gould and Waud (1973), Chang 
and Holt (1973), Picou and Waud (1973) and Nickell (1978).10 Nickell is, 
however, the only one who considers this demand regime in an adjustment 
cost framework, and his analysis is theoretically orientated whereas the 
others estimate an empirical investment equation (see section 5.3). Our 
model differs from Nickell 's model in two respects. First, we include 
both corporate tax factors and a capital market imperfection (debt-
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capital ratio). Second, we also consider explicitly the formula for the 
rate of adjustment and factors affecting it. Otherwise our model is the 
same as that in Nickell (1978). The main reason for considering the 
downward-sloping demand model is that this modeloallo\,/s us to examine hO\'I 

current and expected changes in demand influence current investment 
deci sions. 

It is assumed that the demand function has the following separable 
form: l1 

(3.28) O(Pt)Zt' where 2.Q = 0 < 0 ap p 

Hence the demand function has a constant shape defined by O(p) and it is 
shifted by an exogenously given parameter Z, which can be time-dependent. 

It is furthermore assumed that output is maintained in equality with 
demand and hence 

This assumption implies that the firm is able and willing to adjust the 
price of output continuously (instantaneously) and thus has no inventory 
holdings. The presence of inventories and rigidities in price adjustment 
would affect the dynamics of investment but this 'simultaneity' problem is 
beyond the scope of our task here. The basic characteristics of the demand 
effects on investment can also be derived within this simplified model. 

Output price can be solved from (3.29) as 

The partial derivatives of p with respect to K and L are both negative 
and they are ap/aK = FK/OpZ and ap/aL = FL/OpZ, respectively. Labour 
input is again assumed to be adjusted instantaneously to its equilibrium 
level and hence 
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where M(p) is the marginal revenue function, which replaces the output 
price appearing in the perfectly co@petitive case (see chapter II). 
(Notice that the time dependency of variables is again suppressed except 
where it is needed for clarity). Thus, labour is employed up to the point 
where its marginal revenue product is equal to the wage rate (similarly 
FK = c/M(p), see below). 

Equations (3.29) and (3.31) can be solved for L and p in terms of K, w 
and Z (i.e. short-run profit maximization with a given K; see also 
section 2.2.2 for the case where p is given) and the marginal revenue 
product of capital (M(p)FK) is given by12 

(3.32) M(p)FK(K,L) = M[p{K,w,Z}]FK[K,L(K,w,Z)] 

This can be rewritten in more compact form as 

(3.33) M(p)FK = N(K,w,Z) 

and it can be shown that 

and that NK < 0 (see note 13). 

The present value maximization problem of the firm is now as follows: 

'" 
(3.35) max J e-Pt{(l-U)[P{F(K,L)/Z}F(K,L)-wL-rsqK] + sq(I-oK)+sqK 

{I} 0 . 

-q(l-uZ)(I+C(I))}dt 

. 
subject to K = 1 - öK (and an initial value of K, say KO). 

The necessary conditions for an optimum are now 
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(3.36) i) ~ = (P+O)A - (l-u)N + sq((I-u)r+ö-g) 

'
0,0) aHe ()( ') ar = sq - q l-uz I+C + A = 0 

where A is the shadow price of eapital. Suffieieney follows sinee the 
Hamiltonian is jointly eoneave in K and 1 and the transversality 
eonditions are satisfied (Arrow and Kurz propositions for suffieieney, 
see ehapter II and seetion 3.2). 

The optimal deeision rule for investment ean now be obtained from eq. 

(3.9) by replaeing the term f'(K) by N(K,w,Z). It clearly shows that 
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i"n thi s adjustment eost framework eurrent investment deei sions depend 
upon eurrent and future priees (p,w and q) and also upon the eurrent and 
future development of demand (measured by the shift variable Z). Henee 
eurrent investment deeisions are essentially forward-looking. 

In the steady state (~ = 0) with eonstant demand and priees, the 
equilibrium eapital stoek must satisfy the marginal eondition 
FK = e/M(p), where e is given by eq. (3.11). The formula for the user 
eost is henee the same as in the preeeding ease (seetion 3.2.2). Thus the 
assumption about demand eonditions does not affeet the user eost of 
eapital exeept through the 1* = öK* term and the tax neutrality 
eonditions are independent of the demand regime (see also seetion 3.4). 
It should be noted that, although the user eost formula is the same, the 
steady state value of K* depends on the speeifieation of the demand 
funetion°. The long-run demand funetion for eapital is now given by 

(3.37) K* = K(w,e,Z) 

In ehapter V explieit formulas for K* will be derived assuming a CD or 

CES produetion funetion and a speeifie form for the demand funetion (see 
seetion 5.3). 

. . 
From the differential equation system (K,A) underlying this model ean be . . 
determined the slopes of the (A = 0) and (K = 0) loeus (analogously to 

the model in seetion 3.2).' The result is that ~I~=o < 0 and ~IK=O > 0 . . 
and henee the (A = 0) loeus slopes downward and the (K = 0) loeus slopes 
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upward in the (A,K) space. A diagram analogous to that in section 

3.2 shows that the steady state is a saddle point. The interesting point 
dA (1-U)FKMpPK 

to notice is that dK1X=0 (p+o) < 0 if there are constant returns 

to scale, and hence the (x = 0) locus is not horizontal as was the case 

with the perfectly competitive output market (with constant returns to 
scale). This result also implies that the downward-sloping demand regime 
does not produce a constant rate of investment as did the horizontal 

demand curve with constant returns to scale. 

The linearized system of the present model is obtained from (3.17) when 
f"(K) is replaced by NK given by eq. (3.34). The characteristic roots of 

the linearized system are both real and opposite in sign (when NK < 0), 
hence implying that the steady state is a saddle-point solution. The 

equation of motion for the capital stock is again determined by the 
negative root (say k1) and it is given by 

-(3.38) -k1 
~1-U)NK 

q(1-uz)C" 

The equivalent formula for the ra te of adjustment in the case of a 

cornpetitive output market was given by equation (3.19). It can again be 

seen that the rate of adjustment is an endogenous decision variable and it 
depends upon tax parameters, price variables and the demand variable (Z). 

The interesting point to observe is that the speed of adjustment also 
depends on the price elasticity of dernand for the firm's products 
(see 3.34). 

The formula for the rate of adjustment in the case of constant returns to 
sca 1 e i s 

(3.39) 
(l-u )FKr'lpPK 
q( 1-uz)C II 

where the second term in the squared root is positive since FK > 0, 

c" > 0, t4p > 0 and PK < 0 (see note 13). 
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Two observations can be made about the new formulas for the rate of 
adjustment. First, as in the case of a horizontal demand curve, the rate 
of adjustment to the equilibrium level of the capital stock iS, faster in 
the decreasing returns to scale model than in the case of constant returns 
to scale. Second, whereas the rate of adjustment was constant in the case 
of a perfectly competitive output market (and equal to the rate of 
depreciation 0), it is now variable (endogenous) and greater than the rate 
of depreciation if there are constant returns to scale. Hence the original 
result by Gould (1968) does not hold in the case where the firm faces a 
downward-sloping demand curve. 

Using the formula for NK, it can easily be shown that the partial 
derivatives of the adjustment rate with respect to the demand parameter 
(Z) and the elasticity of demand are positive and negative, respectively. 
lienee a rise in demand w;ll increase the rate of adjustment (and not on1y 
the long-run demand for capital). The role of the price elasticity of 
demand is of special interest in this connection since it causes the main 
difference between our previous model (section 3.2, perfect output 
market) and the present one. If the elasticity of demand is infinitely 
large, then (3.38)reduces to (3.19) because NK = f" (and M(p) = p).13 If 
the price elasticity of demand is 'low', then NK is large and hence the 
rate of adjustment is 'rapid'. 

This last result implies that a firm with 'inelastic' demand for its 
output will have a higher ra te of adjustment than an otherwise similar 
firm but with 'elastic' demand. Hence the absolute value of the 
elasticity of demand is indirectly related to the rate of investment. 
This result can be illustrated by the following example: Consider the 
effect of an unanticipated increase in demand on investment. In order that 
the equality between output and demand holds, there must be a jump in the 
output price since in the adjustment cost framework capacity cannot be 
instantaneously adjusted to the new equilibrium level (corresponding to 
the new higher level of demand, which is assumed to be permanent). The 
rise in demand causes an increase in the shadow price of capital and 
hence investment also increases (investment first jumps and then the rate 
of investment declines to the new equilibr;um level (oKi) since dl/dt < 0). 
The capital stock moves gradually to its new equi1ibrium level a~ä the 
output price also gradually returns to its long-run equilibrium level 
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(see also Nickell, 1978). 

Figure 2 illustrates the reaction of investment to an unanticipated jump 
in demand (i.e. in Z). In its initial position, the firm is assumed to be 

in equilibrium. Notice that figure 2 is drawn in the (I,K) space and not 
in the (A,K) space as is usually the case. 

FIGURE 2. The Effect of an Increase in Demand on Investment 

1* 1 

1* o 

K* Q 

. 
1=0 

K* 1 

. 
K=Q 

. 
1=0 (new level) 

Note: Ki corresponds to the new level of the equilibrium capital stock. 

The important point to notice about the firm's behaviour as depicted in 
figure 2 is that, the 'less' price elastic the demand is, the 'more' the , 
output price must jump in order that the equality between output and demand 
is retained. This implies that a firm with 'inelastic' demand experiences 
a 'large' increase in its marginal revenue and hence its rate of investment 
must increase more than in the case of a firm which has 'elastic' demand 
in order that the equality between the marginal cost of investment and 
the net present value returns on a marginal unit of capital holds. 

The unanticipated increase in demand (an exogenous shock) will increase the 

equilibrium levels of the capital stock and investment as noted above. The' , ' 

other comparative static properties of this model with a downward-sloping 
demand curve are the same as in the case of a horizontal demand curve.14 

In sum, the preceding two sections (3.2 and 3.3) have shown that 
generally the rate of adjustment of investment. is rather sensitive with 



75 

respect to both the demand regime facing the .firm (i.e. with respect to 

the price elasticity of demand) and with respect to the returns to scale 

hypotheses of the underlying production function. The results hitherto 

also indicate that generally the rate of adjustment to the equilibrium 

level of the capital stock depends upon corporate tax parameters (except 
in the neutrality case in which z = 1, see also section 3.2.3).15 

3.4 The Case of a Fixed Output 

It is next assumed that the firm faces a permanent demand (sales) 

constraint, implying that the demand curve is vertical. This is the polar 

case to the one where the representative firm faces a horizontal demand 

curve for its output (the fixed price case, see section 3.2). This new 

assumption about the demand regiQe can also be interpreted to mean that 

excess supply occurs, since the optimal supply of output is greater than 

the demand for it. Essentially, therefore, this section analyzes the 

derivation of effective investment demand functions under conditions of 
excess supply for current output (the previous cases have analyzed 

'notional' investment demand functions in the terminology of fix-price or 

non-Walrasian models). Because the firm is unable to sell the output which 

it desi res to supply, i ts i nvestment demand wi 11 become a functi on of the 

level of output which it is able to sello The current level of output is 

no long~r a choice variable but rather a constraint, whose value is 

determined by the current level of demand. 

The basic structure of the model to be analyzed here is similar to that 

in Grossman (1972), but we assume that corporate tax factors are present 

and that the firm has an 'optimal' debt-capital ratio, implying that the 

discount rate and the rate of interest on debt are unequal. Section 3.4.1 

develops the model and examines the dynamics of investment behaviour. 

Section 3.4.2 analyzes the effect of unanticipated and anticipated demand 

shocks on the investment path. 

3.4.1 The Model and Its Properties 

A demand-constrained firm behaves optimally when it equates the marginal 

rate of substitution R(K,L) with the factor price ratio c/w according to 
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(3.40) R(K,L) = R 
dL FK c 

-'7IT=_=-uK rL w 

This is the standard necessary condition for an optirnum in the static 
case when output is exogenously given (cost-minimization model, see e.g. 
Brechling, 1975). 

We assume that the demand constraint has a constant value (Q) over the 
-

entire future, so that the firm produces Q at every point of time. Hence 
expectations regarding the level of the demand-determined constraint on 
output are static (stationary). In this set-up, maximization of the 
present value of expected future net returns involves tV/O stages. First, 
the firm plans to produce now and in the future the output quantity Q, and 
this is done at each point in time with a minimum amount of labour (given 
the stock of capital at any instant of time). Second, given the 'optimal' 
amount of labour, the firm chooses an optimaltime path of capital 
accumulation. 

The demand for labour is given by 

such that labour and capital can be used to produce output Ö = F(Kt,L~). 
It should be noted that whereas the 'notional' demand for labour is de
termined by FL = w/p, we now have a case where FL > v/lp since Q < Qt (where 
Qt = F(Kt,Lt ), and Lt = L(Kt,w/P) such that FL = w/p, see chapter II). 

As before, the marginal unit of installed capital should be valued at 
the present discounted value of the net cash flow which it produces. The 
net cash flow at time v attributable to the marginal unit of capital is 
equal to the reduction in the wage bill required to produce the (fixed) 
output Q. This wage bill saving is given by 

dLv 
(3.42) -w ~IQ =constant 

v v 
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which means that the saving in wages resulting from an additional unit of 
capital is equal to the wage rate multiplied by the marginal rate of 
substitution of labour for capital (ignoring depreciation and taxes). 
Increments to the capital stock are profitable as long as the saving in 
the wage bill is positive (given Q). 

The present value maximization problem of the firm is now as follows 
(with fixed prices): 

• - d 
subject to K 1 - oK and Q = F{Kt,Lt ) and with KO given (see also 
sections 2.2.3 and 3.2). 

As before, this problem is solved using the relevant Hamiltonian, the 
necessary conditions for an optimum being 

(3.44) i) ~ 
FK (p+o»). - (l-u)w r. + sq((l-u)r+o) 

L 

ii} ~~ = sq - q{l-uz){l+C ' ) +). = 0 

It should be noted that -dL/dK = FK/FL = R, where R = R{K,L;Q) is the 
marginal rate of substitution of labour for capital in producing the 
fixed quantity Q {see eq. 3.46}. The second condition is the same as in 
our previous models and the first one (i) has the usual interpretation 
that the realized return on capital (sum of wage savings and capital gains 
minus debt service charges) is equal to the required return on capital 
(p + 0). 

Sufficiency follows since Ld(K,Q) is a convex function with respect to 
K, i.e. dR/dK < 0 (see section 3.4.2) and hence the Hamiltonian is 
jointly concave in K and 1 (C ' > 0, C" > 0), {see'also sections 2.2.3 and 
3.2 where the relevant Arrow and Kurz propositions were discussed and 
note that we have now assumed that prices w and q are constant}. The 
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formula for the shadow price of capital can be solved from the 
differential equation (3.44i) imposing the transversality condition (see 
section 3.2 and note 6), and we obtain 

(3.45) X
t 

= j e-{p+o){V-t)[{l-U)WR{K V;Q)-Sq{{l-U)r+o)]dV 
t 

which also gi.ves the optimal decision rule for investment when the 
necessary condition (3.44ii) is used. Hence, investment is again an 

increasing function of the shadow price of capital. In the steady state, 
the marginal rate of substitution is constant and eq. (3.45) can be 
solved to give 

(3 46) X* = (l-u)wR{K*;Q) - sq{ (l-u)r+o) 
• (p+o l 

where x* and K* are the steady-state values of X and K, respectively. 
With s = 0 (and r = p), eq. (3.46) reduces to x* = (l-U)WR{K*,Q)/{p+o). 
This equation could be used to compare the response of investment to 
changes (in the exogenous factors) which lead to equal equilibrium 
values of x* (see Abel, 1981). 

The steady-state solution also gives the marginal rule of this cost 
minimization model, i.e. FK/FL = c/w, where c is given byeq. (3.11). It 
can be noted that the user cost of capital is again the same as in the 
preceding two cases \'Iith horizontal and dounward-sloping demand curves. 
Thus it can generally be concluded that the user cost formula is 
independent of the dema,nd conditions and that the two standard neutrality 
conditions of the long-run demand for capital do hold (see section 3.2). 
The steady state value of K* is, however, again different from the 

previous demand function cases. 

The long-run demand function for capital is now given by 

(3.47) K* = K{~,Q) 

In the previous two cases, the analogous results were K* = K{w/p,c/p) and 
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K* = K(w,c,Z) in the horizontal and downward-sloping demand regimes, 
respectively. Therefore, given rand p and the F and C functions, desired 
capital must now be smaller than in the perfectly competitive output 

market case (basically, this is due to the fact that FL exceeds w/p along 
the optimal path). Relationship (3.47) clearly reflects the fact that, 

given the demand-imposed constraint on output, the only motivation for 
increasing the capital stock is to economize in the use of labour. 

It can easily be shown that the (~ = 0) locus slopes downwards and the . 
(K = 0) locus slopes upwards in the (A,K) space diagram (see section 3.4.2). 

This kind of phase diagram representation also shows that the steady state 
is a saddle-point (see also figure 3, section 3.4.2) analogously to our 
previous cases (sections 3.2 and 3.3). The interesting point to note is 
that the (~ = D) locus slopes downwards even in the case of constant 

returns to scale, hence implying that the rate of investment is not 
constant along the optimal path (see section 3.4.2). The same result 
was also obtained in the case of a downward-sloping demand curve (with a 

linearly homogeneous production function). By contrast, in the case 
of a perfect output market, the assumption of a linearly homogeneous 

production function leads to a constant rate of investment. Hence we 

can again observe that the dynamics of investment is sensitive with 

respect to both the production and the demand function. 

Linearizing the system of two non-linear differential equations behind 

the above model around the steady state gives 

F F -F F 
~ p+o (l-u)w LK K KK L A-A* 

F2 
L 

(3.48) 

. 1 K q(1-uz)C" -0 K-K* 

The characteristic roots of this linearized system are both real and of 

opposite signe Thus the steady state is a saddle-point. The unique • = = 
path for Kt is given by K = -k1(K*-K) where k1 is the negative root of 
the linearized system and the rate of adjustment is given by 
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where 1~11 may be denoted as the 'effective' rate of adjustment (due to 
the demand constraint). The second term in the square root is positive 
since FKK < o. 

K Using Euler's theorem (Q = KFK+LFL) and the relationship FLK = - r FKK 
derived from it, the formula for the rate of adjustment in the 
constant returns to scale model is as follows: 

(3.50) 

and the second term in the square root is again positive. 

Some interesting observations can be made with respect to both the size 
and the determinants of the speed of adjustment. First, the rate of 
adjustment is endogenous (variable) with a linearly homogeneous 
production function. This result. together with our preceding results with 
the linearly homogen€ous production function, means that the rate of 
adjustment is constant (and hence exogenous) only in the case of a 
horizontal demand curve. Thus Gould's original result does not generally 
hold (i.e. the rate of adjustment is generally different from 6). The 
second observation which can be made about (3.50) is that the speed of 
adjustment is greater than the rate of depreciation. Hence, both in the 
downward-sloping and the vertical demand regimes, the rate of adjustment 
exceeds the rate of depreciation even though there are constant returns 
to scale in the underlying production function. 

Third, the tax neutrality issue with respect to the dynamic path of the 
present model can be considered in an analogous manner to the case of a 
horizontal demand curve (see section 3.2.3). Formulas (3.49) and (3.50) 
reveal that with free depreciation (z = 1) the 'local' neutrality property 
of the rate of adjustment also holds in the present case (see also 
section 3.2.3). 
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Fourth, equation (3.50) shows that a rise in the wage rate or in demand 
increases the rate of adjustment (as well as the equiolibrium 1eve1 of the . . 
capita1 stock K*). Since I = K + oK and K = -k1(K*-K), the increase in w 
and Q a1so 1eads to a higher 1eve1 of investment (per time unit).16 This 

. resu1t cou1d be obtained direct1y from the re1ationship between A and I by 
examining the impact of exogenous shocks (permanent) on the shadow price 
of capita1. Some other comparative static and dynamic properties of the 

excess supp1y investment mode1 wi11 be ana1yzed in the next section. 

A direct comparison of the.rate of investment can be made between the 
horizonta1 (fixed price) and vertica1 (fixed output)demand regimes (see 
a1so Grossman, 1972). We have a1ready observed above that the 'desired' 
capita1 stock is 10wer in the vertica1 regime than in the horizonta1 
regime (for otherwise simi1ar firms). The re1ationship between the rate 
of adjustment is, however, ambiguous. On1y in the constant returns to 
sca1e mode1 is the speed of adjustment unambiguous1y higher in the 
fixed output case than in the horizonta1 demand regime (see eq. 3.50, 
which reduces to 0 in the 1atter case). Hence in the case where.output 

) is demand-constrained, the rate of investment can be higher than within a 
perfect1y competitive output market. However, this resu1t ho1ds on1y 
'initia11y', since the steady-state capita1 stock is sma11er in the fixed 
output case, and thus the rate of investment must eventua11y dec1ine to 

a 1eve1 where Ii < la and Ii = oK!, la = oKa (Ki corresponds to the 
fixed output case and K5 to the horizonta1 case). These resu1ts again show 
that the dynamic path of investment is c1ear1y sensitive with respect to 
the demand conditions and that this sensitivity is due to the effects of 
demand conditions on both the 10ng-run demand for capita1 and the speed 
of adjustment (see chapter VII, where the effect of demand conditions on the. 
rate of adjustment is tested empirica11y). 

3.4.2 The Effect af an Increase in Demand on Investment 

Most af the comparative static properties of our adjustment-cost-based 
investment mode1s are invariant to the specificatian of demand conditions 
(see sections 3.2 and 3.3). The differences occur on1y with respect to a 
change in the wage rate and in the demand for the firm's products. The 
c1earest difference is with respect to an increase in the wage rate, 
since in the demand-constrained mode1 above on1y a substitution effect 
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occurs and hence aK*/aw > 0 and al*/aw > O. ln the other two demand 
regimes these partial derivatives are ambiguous in sign, since there is 
both a substitution and a scale effect (owing to endogenous output). 

The effect of a rise in demand (an unanticipated permanent shock) leads 
to a higher level of the equilibrium capital stock in all demand regimes, 
but the exact process involved is conditional upon the demand regime which 
the firm faces. ln the horizontal demand curve model, a rise in demand can 
only be understood in terms of an increase in the output price (see 

section 3.2). ln the case of a downward-sloping curve, an increase in 
demand is captured through an increase in the exogenous demand,parameter 
(Z, see section 3.3). The quantitative impact of an increase in demand on 
investment, however, depends in this case on the price elasticity of 
demand as shown in section 3.3. The 'pure' demand effect can most clearly 
be examined within the framework of the demand-constrained investment 
model developed in section·3.4.1. 

ln this subsection we shall analyze the effects of both unanticipated and 
anticipateq (future) demand shocks on investment behaviour. ln order to 
perform this analysis we shall first develop the phase diagram of the 
underlying model. 

" . 
From the two differential equations (eq. 3.44i for X and K = 1 - oK 
with 1 = C,-l(X» of the above excess supply model, the slopes of the 

" " (x = 0) and (K = 0) curves can be solved as: 

(3.51) i) dA (l-u)W[FKKFL-FKFLK] 
< 0 (lid~=o = 2 (p+o )FL 

ii) dK 1" or K=O = 1 > 0 
qo (l-uz)C" 

. " 
and hence the (X = 0) locus slopes downward and the (K = 0) locus 
slopes upwards. lf there are constant returns to scale, then 



dA 
(3.52) ClKli=o < 0 

which means that the (i = 0) locus is downward sloping even when the 
production function is linearly homogeneous. 

Figure 3 illustrates the phase diagram apparatus in the (A,K) space. 

FIGURE 3. 
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We analyze first the effect of an unanticipated demand increase assuming 
that the firm is initially at the steady-state equilibrium (denoted by . 
EO with K~ and AO)' The (K = 0) locus is not affected by the demand 
shock but the (i = 0) locus shifts upwards. The new steady state is at 
El with Ki and Ai and the level of Ki depends upon the elasticity of 
'the marginal rate of substitution with respect to output and, more spe
cifically, upon whether this elasticity is an increasing or decreasing 
function of K along an isoquant. 17 The shadow price of capital 
instantaneously jumps to A2 (figure 3) and thus induces a higher amount 
of investment. When the capital stock accumulates towards its new 
equilibrium value (Ki), A falls smoothly to its new equilibrium level 

given by Ai' 
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The impact effect of the unanticipated increase in demand is therefore a 
vertical jump from Eo to the point D to place the firm on the unique 
perfect foresight path (PF) vertically above KO. Thereafter, the firm 
converges along this path to the point El. The implications for 
investment are now the following: In the original equilibrium, the capital 
stock is constant and all investment is for replacement purposes, i.e. 
10 = oKO. When demand unexpectedly rises, the shadow price of capital 
A immediately jumps to A2 (and thereafter gradually falls back to Ai). 
Since investment is,because of adjustment costs, an increasing function of 
A, gross investment first jumps to a higher level and then gradually 
declines to the new steady-state level equal to oKi. 

We shall next consider the effect of an anticipated (future) permanent 
increase in demand on investment. At some initial date to' the firm 
realizes in the light of new information that there will be a permanent 
rise in demand at some future date t l • Under rational expectations, the 
firm will already respond to this new information at to' rather than 
waiting until t l when the expected increase in demand actually occurs. 
This g~neral feature of the rational expectations (perfect foresight) 
framework can be analyzed in the present situation using figure 4. 

FIGURE 4. 

M 

Figure 4 shows two different situations with respect to the initial 
positon of the firm. First, the firm begins in the original steady state 
at the point EO at time to. Second, the firm is initially on the stable 



85 

path leading to the equilibrium EO' Since the behaviour of this system is 
essentially the same in both cases, we shall coonsider only the first one 
here. 

It is assumed that the firm's expectations about future demand change at 
t o so that it_anticipates an increase in demand ~t t 1 (the original level 
of demand is QO and the new level will be, say, Q1)' Since the arrows of 
motion depend on the differential equations for A and K (eq. 3.44i and 
K = C,-l(A)-oK), the new equations of motion are effective only when 
demand has actually changed. Between t o and t1 the original equations of 
motion must be obeyed (see also Begg, 1982, for a general methodological 
discussion of the properties of perfect foresight systems). Because of 
the anticipation of a future rise in demand, the system describing the 
behaviour of the firm must instantaneously jump to the point D (in 
figure 4). The jump in the shadow price of capital from A~ to A2 is caused 
by the possibility of increased future savings in the wage bill provided 
by the capital needed to produce the increased amount of output. The 
unique perfect foresight path requires a jump to (some) point D at time 
to' Following the original equations of motion during the period betwe .. en 
t o and t1, the firm reaches the path MM at time t1• The complete path is 
hence DEE1" The precise magnitude of the initial jump in the shadow price of 
capital will depend upon the structural parameters of the model (see 
bel ow) • 

The behaviour of the above system can be analyzed more formally 
in the following mann:r. The expected value of demand is Qv = QO when 
t o ( v ( t 1 and Qv = Q1 for v > t 1• In the period be~wee~ t o and t 1, 
the shadow price of capital: is given by (3.45) with Q = QO and the 
'general' expression for A is now 

t 1 
(3.53) At = f e-(p+o)(V-t)[(l-U)WR(l<v;Oo)-Sq((l-u)r+o)]dv 

t 

+ j e -(p +0)( v-t) [ (l-u )WR(Kv ;01 
)-sq( (l-u) r+o)] dv 

t 1 

Differentiating (3.53) with respect to time gives the original equation 
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of motion for At , i.e. equation (3.44i), and hence the anticipation of a 
rise in demand does not influence the equation of motion (before t 1). As 
described above, the anticipation of a demand increase causes a jump in A 
(because of increased possibilities of wage savings) and hence initially 
investment also jumps so that the time path of the capital stock responds 
in advance of the increase ;n demand. Since there are strictly convex 
costs of adjustment, this response will be spread out over time. After 
the change in demand has occurred, the new equation of motion for A is 
~t = (P+O)A t - (l-U)WR(Kt;Ql) + sq((l-u)r+o). The critical point in this 
analysis is the effect of the demand increase on the marginal rate of 
substitution between labour and capital. If this effect is positive, then 
following the news of a future rise in demand the (i = 0) locus shifts 
upwards and At must jump vertically. It can be shown that_the elasticity 
of the marginal rate of substitution (R) with respect to Q is positive 
(holding K constant).18 The precise magnitude of this elasticity, 
however, depends upon the parameters of the production function. The 
lower is the elasticity of substitution between labour and capital, the 
greater is the change in R following a given increase in output (see 
note 18). 

The shadow price A2, which corresponds to the point D in figure 4, may 
1 ie. above or below the new steady-state price Ai corresponding to the 
point El. However. at t 1 the shadow price A reaches its maximum, after 
which it falls back along MM until the new equilibrium price A! is 
attained. Since gross investment ;s an increasing function of A. we can 
infer the time path of investment on the basis of At • If it is 
assumed that the initial jump to D is such that A2 ;s below Ai. then 
gross investment first jumpsto a higher level and then steadily 
increases to its maximum level (corresponding to the value of A at point 
C in figure 4) after which it starts to decline gradually to its new 
equilibrium level equal to oKi. Whether investment follows this more 
complex path or the simple path shown in figure 3 depends upon the 
parameters of the underlying production function (see also note 18). 

In sum, we have again noted that both the production and the demand 
relationships significantly affect the dynamics of investment behaviour. 
Moreover, an expected increase in demand will increase both the long-run 
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demand for capita1 (the equilibrium capita1 stock) and the. rate of 
investment, and the capita1 stock responds in advance to the anticipated 
rise in demand. It can a1so be shown that the c10ser to the present, the 
increase in demand is expected to take effect, the 1arger is the initia1 
rise (jump) in the current rate of investment. 

3.5 Conc1usions of Chapter 111 

In chapter 111 the investment behaviour of the firm was derived from 
exp1icit intertempora1 optimization in a perfect foresight framework, and 
it was shown that investment is an increasing function of the shadow price 
of capita1 because of strict1y convex adjustment costs. Within this frame
work the dynamics of investment behaviour was ana1yzed subject to 
a1ternative demand conditions (horizonta1, vertica1 and downward-s1oping 
curves). We a1so assumed that the capita1 market is imperfect in the sense 
that the firm has a constant debt ratio and, in addition, we included 
corporate tax factors in the analysis. 

The general outcome of this analysis is that both the long-run demand for 
capital and the ra te of investment depend significantly on the form of 
demand conditions and on the parameters of the production function 
(returns to scale and e1asticity of substitution). More specifically, 
the rate of adjustment to the equilibrium leve1 of the capita1 stock is 
rather sensitive with respect to the properties of the under1ying 
functions. 

The analysis of the downward-sloping demand regime (monopolist case) 
shows that 'low' pri ce el a'st'i ei ty of demand 1 eads to a more rapi d 
investment response than a 'high' price e1asticity case (in response to 
an expected or unexpected demand increase). If the firm is faced with a 
binding demand constraint, then the effect of an anticipated rise in 
demand on the time path of investment depends critical1y on the e1astic
ity of substitution between labour and capita1 (in addition to the 
returns to sca1e property). In both cases of imperfect product markets, a 
rise in demand leads to an increase both in the equilibrium level of the 
capital stock and in the rate of adjustment. The original result by Gould 
(1968), according to which the ra te of adjustment is constant (exogenous) 
in the case of a linearly homogeneous production function, no longer ho1ds 
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when the product market is imperfect. However, Gould's result holds even 
when corporate tax factors are present and the capital market is imperfect, 
if the demand curve is horizontal and there are constant returns to scale. 

It was observed that the two standard tax neutrality conditions with 
respect to the long-run demand for capital (i.e. K* neutrality) are not 
affected by the choice of the demand regime. We were also able to show 
that the whole dynamic path of investment (i.e. i = dI/dt) can be 
independent of the tax rate in the presence of adjustment costs in these 
two cases. The neutrality issue with respect to the speed of adjustment 
is conditional upon the demand regime and upon the returns to scale 
assumption of the production function. In the case of a horizontal demand 
curve and constant returns to scale the speed of adjustment is generally 
independent of the tax parameters. In all other cases considered here the 
speed of adjustment depends on the tax factors but neutrality follows in 
the two standard cases (or when z + y = 1). 

Finally, the capital market imperfection (i.e. 0 < s < 1, p > (1-u)r) 
affects both the long-run demand for capital and the level of investment 
(dynamics). The deductibility of interest payments increases the level of 
investment from that obtained in a perfect capital market (see also 
section 4.2). 
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Notes to Chapter 111 

1. The assumptions labelled as a vertical demand curve, an excess supply 
model, a demand-constrained case or a fixed output cao all be used to 
describe the case of a cost-minimization model subject to a given 
output. 

2. Nonseparable internal adjustment costs are, in certain respects, the 
most problematic of the standard types of adjustment costs. For example, 
the effects of output price changes and the slope of the short-run 
supply curve will be ambiguous, and such well-known results of the 
static theory as negatively sloped demand curves for a variable faetor 
and the application of the generalized le Chatelier Principle may cease 
to hold (see e.g. Treadway 1970, 1974, Söderström 1976, Epstein and 
Denny 1983). The tax neutrality issue concerning the dynamic path of 
investment is also more complicated in the case of nonseparable 
adjustment costs than is otherwise the case (see Abel 1983, and note 9). 

3. Internal adjustment costs may be thought to represent 'output losses' 
due to a faster rate of investment, and adjustment costs as a function 
of (I/K) may stem from the Penrose effect (see e.g. Takayama 1974, 
Söderström 1976). 

4. The same concept of total costs of investment is used, for example, . 
in Sargent (1979). He, however, assumes that C =, C(K) and hence the . 
total investment cost is given by q(I+C(K». Using this kind of 
presentation instead of just qC(I) or qI+C(I) enables us to faetor 
out the term q(1+C') from the user cost concept. 

5. The present value of current and future tax deductions attributable 
to past investments is given by 

6. The general solution to the differential equation (3.5i) is 

00 

A
t 

= J [(1-u )(f'(K )-srq )-söq +sq g]e-(P+ö)(v-t)dV 
t v v v v v 

+ C e(p+ö)t 
o 

where Co is an arbitrary 
condition lim e-p\t = 0 

t+oo 

constant. Imposing the transversality 

requires that Co = 0, so that we 

obtain (3.6). Hence the general solution to the homogeneous equation 
is eliminated by the transversality condition, leaving the particular 
solution to the nonhomogeneous equation as the complete solution 
(see, e.g., Nerlove 1972, Gould 1970). 

Tt should be noted that the necessary conditions are also sufficient 
since the Hamiltonian is concave in K and 1, and the transversality 
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conditions are satisfied (see section 2.2.3, and for the 
Arrow - Kurz proposition with a stationary problem see Arrow and Kurz 
(1970), pp. 47 - 51). Hence the optimum (Pontryagin) path is also 
unique. Basically, the concavity of the integrand in (3.4) and the 
linearity of the constraining differential equation guarantees that 
an optimum path exists and that it is unique (see Kamien and Schwarz, 
1981). 

7. If the term sqI is taken into account, then this condition is 
uz + s < 1 (see also section 4.4.2). 

8. If FKL > 0, then ~~* < 0 and ~~* < O. These results are not completely 
general but simply reflect the strength of the scale (output) effect 
relative to the substitution effect in this particular model.However, 
if the wage increase is an industry-wide phenomena, the aggregate 
(industry) market supply curve is shifted to the left (i.e. output is 
reduced) and consequently output price (p) increases. Since 
aK*/ap > 0, this price increase may lessen the output effect to the 
extent that in the new equil ibrium aK*/aw > 0 (see al so Gould 1968, 
Gould and Waud' 1973, and Viren 1979, p. 36). 

9. If adjustment costs qC(I} were directly tax deductible but ordinary 
costs of investment were depreciated over time, then eq. (3.27) would 
change to the form i = q(r+ö)(l-uz-uy} + q(r+ö)(1-u)C' - (l-u}f' 

q(1-u)C' i 

and neutrality again fol10ws when z + y = 1. 

Hartman (1978) shows that true economic depreciation with full 
deductibility of the cost of capital leads to neutrality even in the 
case of internal (nonseparable) adjustment costs (see also Honkapohja 
and Kanniainen 1985). In the models of Hartman and Honkapohja -
Kanniainen it is assumed that the objective of the firm is to maximize 
an intertemporal function of dividends (say q,(Div)}, where q,':s will 
affect the optimal debt policy but not the real investment policy. In 
this model real and financial decisions are completely separable and 
the discount rate (p) is equal to the interest rate on debt (r). 
Neutrality follows if the total tax allowance on capital D(K) is 
equal to (p + ö - g}qK. This approach corresponds to our c~se in eq. 
(3.27), which was derived under the assumption that rB and B are 
excluded from the cash flow equation (except that rB enters through 
the tax term). See also section 4.2. 

Abel (1983) considers the neutrality issue in terms of the following 
cash flow identity: cash flow = (1 - u)f(K) - qI + uD(K), where D(K) 
is the depreciation allowance and all the financial flows of deb~ are 
excluded. Assuming, however, that p = (1 - u}r and D(K) = (ÖA - A)K, 
neutrality of the dynamic path is obtained (A is the shadow price of 
capital). Using Abel's approach, it can be shown that the equations 
of our necessary conditions in (3.5) are independent of the tax rate 
if the terlJl söqK is al so tax deductible in addition to the fact that 
0' = ÖA - A and p = (1 - u}r~ In sum, it seems that the exact conditions 
for obtaining neutrality of the whole dynamic path will vary to some 
extent between different models in the case of true economic 
depreciation and interest deductibility (see also King '1977, p. 239). 
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It should be noted that the capital stock equation (3.10) holds along 
the optimal path and that i is derived from that equation. Both i and 
~* must be independent of the tax rate simultaneously because if only 
I is in~ependent then with a change in parameters the initial jump 
(where I is not well-determined) could be non-neutral. However, as 
shown in se~tion 3.2.3, the same neutrality conditions hold with . 
respect to I and K* (i.e. z + y = 1). 

10. Gould and Waud (1973), Chang and Holt (1973), and Picou and Waud 
(1973) all assume the following demand function: 

<X <X 
P = <XOS 1Z 2, where p = price of output, 

S = sales or output, and Z = a general shift parameter of demand 
(income, tastes etc.), see chapter V. 

11. The separable form of the demand function has the advantage that the 
elasticity of demand (e:) and the marginal revenue (M) are both 
functions of p only (time does not enter as a separate argument, see 
Nickell 1978). Mor~ specifically 

e: (Pt) 
= Pt aD(pt)Zt _ p 

D(Pt)Zt' aPt - 0 Dp 

and 

A simple form of demand function where the elasticity of demand is a 
constant is given by D(p} = Ap-e:, or p(Q) = aQ-e, e: = lie. 

12. The short-run profit maximizing equations of L and p are 

In the competitive case (chapter II) p is given and 
L~ = FL1[Kt '(*)t] which reduces to Ld = L(K) when w/p is constant. 

FK where PK = u--r < O. Hence NK < 0 if Mp > 0 but NK can be 
p 

negative even if Mp < 0 (notice that FLL < 0, M > O. FK > 0 and 
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FKKFLL - F~L ) 0 being zero when there are constant returns 
to scale). Note that f" = C(FKKFLL-F~L)' see chapter II. When demand 

LL 
is perfectly price elastic (infinite case), then the latter term in 
NK is zero and hence NK = f". 

14. The effect of a rise in the wage rate on K* and 1* is again ambiguous 
but the sign of the effect now depends on the price elasticity of· 
demand and on the properties of the production function (elasticity 
of substitution and returns to scale). Increasing wages may yield a 
positive effect if the substitution effect dominates the output 
effect (see also note 8, section 5.3 and Nickell 1978, chapters 2-3). 

15. Note that, with a horizontal demand curve and constant returns to 
scale, the rate of adjusment is 6 and is hence independent of the 
tax rate u, but with a downward-sloping demand curve the adjustment 
rate is endogenous and depends upon u. Thus the impact of tax factors 
(u, z) on the rate of adjustment is conditional on the choice of the 
demand regime (see also section 3.4). The general neutrality 
conditions of the dynamic path of investment presented in section 3.2 
also hold in the present case. 

16. Assuming a Cobb - Douglas production function Q = KaL1-a , the rate of 
adjustment is 

. (l-u) aw Q ) 
+ q(1-uz)(l-a>C"(j(>< 

1 
r:a 

1 
j(>< 

17. Denoting w = g~j~ (holding K constant), it can be shown that 

if ~IQ=constant is negative then a rise in output (demand) causes 

the (~ = 0) locus to shift upward proportionately more than in the 

case when ~IQ=constant. is positive (see Abel 1981). Abel (1981) also 

shows that ~Io=constant is negative when the elasticity of 
substitution (~) between capital and labour is less than one and if 

~IQ=constant is nonnegative. These conditions are clearly satisfied 
by a CES function with an elasticity of substitution of less than one. 
Hence, in the case of a CES function with an elasticity of substitution 
of less than one, the equilibrium value of the capital stock will be 
higher than "in the case of, for example, a CD function (following.an 
increase in demand). 

18. See al so note 17. The el asti city of the marginal rate of substituti.on 
with respect to Q (holding K constant) is given by 



( 1· ) - dR/R _ Q dR _ Q a R a L > 0 
W -CJQ7Q-R· <IQ-RäTäQ 

FK aL 1 
because R = r > 0, äQ = r. > 0 and 

L L 

aR _ FKLFL - FKFLL rr - 2 > 0 (FKL > 0, FLL < 0) 
FL 

In the case of constant returns to scale KFKL + LF LL = o. 
Using the fact that FLL = (-K/L)FKL we obtain for w 

(ii) w 

and since the elasticity of substitution a is FKFL/FFLK and 
v = LFL/F (labour.share) we obtain for w 

( ... ) 1 
111 w = -aV 

This result shows that, the smaller is the elasticity of 
substitution, the larger is the elasticity of the marginal rate af 
substitutian with respect ta output (far given K). Hence low 
elasticity af substitution between capital and labaur implies a 
greater impact effect on investment than a high elasticity (in 
respanse ta an anticipated increase in demand). 
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CHAPTER IV 

HJVESTMENT BEHAVIOUR MID IMPERFECTIONS IN THE CAPITAL MARKET: 

SOME FURTHER RESULTS 

4.1 Some Implications of Imperfect Financial Markets 
for Investment Decisions 

In the preceding two chapters the neoclassical model of the firm's 
investment behaviour has been analyzed in a framework characterized by a 
constant (exogenously given) debt ratio. This hypothesis implies that a 
simple type of financial (capital) market imperfection is assumed. since 
the borrowing rate of interest and the discount rate are unequal. In this 
framework. the financial policy of the firm is exogenous and investment 
is the only decision variable (dividend policy is residual). 

The aim of this'chapter is to examine some alternative forms of financial 
market with respect to investment policy. Basically. two types of capital 
market imperfections will be analysed. First. it is assumed that the firm 
is faced with a nonlinear cost-of-debt capital schedule. Increasing costs 
of borrowing at the margin will result when the rate of interest is an 
increasing function of the debt to equity ratio. In this case. the 
financial policy of the firm is endogenous (choice variable), although of 
a simple form. The effect of a rising supply of debt funds on the 
investment decision is considered in section 4.2. Section 4.3 extends 
this model to the case where new equity issues are also used to finance 
investment and the corresponding concept for the user cost of capital is 
derived. 

The second form of capital market imperfection to be examined in this 
chapter (section 4.4) stems from the possibility of a quantitative 
constraint on debt finance (an upper bound). The firm is assumed to face 
permanent or temporary credit rationing when making current investment 
decisions. Furthermore, two types of constraints will be examinect. In 
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section 4.4.1 it is assumed that dividend payments are institutionally 
(legally) restricted to a maximum amount which is dictated by current 
profits. This kind of a dividend constraint is shown to imply a borrowing 
constraint. In section 4.4.2 the firm is assumed to face a given debt to 
capital ratio which may lead to a permanently (or temporarily) 
profit-constrained investment function. 

The effect of inflation (and taxes) on the demand for capital has already 
been examined in chapter II. For simplicity it is therefore assumed in 
this chapter that the rate of inflation is zero. This assumption does 
not, however, affect the basic qualitative results obtained here. The 
second restrictive assumption made is that the firol faces a horizontal 
demand curve since the effects of alternative demand regi~es were 
analyzed in the previous chapter. Occasionally, it will be assumed that 
the firm faces strictly convex costs of adjustment, but when dealing \'Iith 
effective (binding) constraints it is assumed that the price of new 
investment goods is exogenously given in order to see the 'pure' effect 
of constraints on investment behaviour. 

Since the interdependence of investment and financing policies is the 
major issue in this chapter we shall briefly consider some basic 
approaches to this problem presented in the earlier literature. 1 

The 1 i terature on the i nterdependence of the 'i nvestment and fi nanci ng 
decisions of the firm has basically recognized three different approaches. 
First, according to the Modigliani - Miller (Mr·1) proposition, financial 
policy is of no relevance to the value of the firm and hence investment 
policy is not affected by the financial decision. Second, the 
'traditional approach' in the corporate finance literature states that 
the firm has an optimal financial structure (debt ratio). Overall wealth 
maximization, in this case, can be viewed as a two-stage strategy ;n 
which the firm first chooses a financial policy that minimizes the cost 
of capital and then utilizes this cost of capital as the discount rate 
when solving the optimal investment policy (see, e.g., King 1977 and 
Auerbach 1979). ln this case, investment and financing decisions are of a 
recursive character with respect to each other. Third, investment and 
financing decisions can be completely interdependent (simultaneous) for 
two reasons. If the cost of capital depends on the level of investment, 
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then an adjustment-cost-type element is introduced into the behaviour of 
the firm. The other possibility is that the firm is faced with binding 
constraints on the use of debt or equity capital and these constraints 
may link invesunent and financing policies since investment may affect 
the exact nature of these constraints (King 1977, Auerbach and King, 
1982). I 

The critical point in the interdependence issue is whethe~ the cost of 
capital is exogenous to a firm or whether it is dependent upon the firm's 
own policies. There 1s no general answer to this question and it still 
poses a difficult and unresolved problem in the investment and finance 
literature of the firm. 

The Modigliani - Miller proposition and the exact conditions under which 
it might hold have been widely discussed in the finance literature (see, 
e.g., Modigliani and Miller 1958, 1963, 1966, Baumol and Malkiel 1967, 
Stigl itz 1969, 1974, Scott 1976, Haugen and Senbet 1978, Kim 1978, Niller 
1977, Hellwig 1981 and Auerbach and King 1982, 1983). Taxes (personal and 
corporate) and uncertainty (bankruptcy risk) play a central role in this 
debate. Modigliani and Miller (1963) themselves noted the effect of 
deductibility of interest payments. The value of a levered firm (VL) can 
be found by adding the discounted value of tax savings to the value of an, 
otherwise identical all-equity firm (VE). The value of a levered firm is 
thus (in a simplified form) VL = VE+uB, where u is the corporate tax rate 
and B is debt. 

The problem with this model, however, is that it leads to the extreme use 
of debt finance if tax savings can increase without limit. The tradi
tional approach to financial policy basically argues that the cost-of
capital schedule is U-shaped (Duesenberry 1958, Lintner 1967, Robichek 
and MYers 1965). Explicit consideration of the possibility of bankruptcy 

I 

and bankruptcy costs has later provided the formal basis for a nonlinear 
cost-of-capital curve (see, e.g. Scott 1976, Kim 1978 etc.). The basic 
result of this approach can be presented by the following valuation 
formula for the firm: VL = VE + uB - V{BC), where V{BC) stands for the 
present value of bankruptcy costs. When leverage increases, tax savings 
(uB) will also increase but this is counterbalanced by rising bankruptcy 
costs (V{BC)). Hence, this model may yield an optimal financial' structure 
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for the fi rm. Attempts are frequently made to capture the. effect of 
bankruptcy costs (uncertainty) by a nonlinear borrowing cost function, 
implying that the rate of interest is a rising function of the 
debt-equity ratio. This assumption will also be used in the next section 
of thi s study and it can be noted that essentially it means that the ffrm 
may have an 'optimal' financial structure even in the context of 
certainty (see section (4.2».2 

Already long ago, it was argued that investment and finaneing decisions 
may be eompletely interdependent (see, e.g. Kaleeki 1937, Lutz and Lutz 
1951 and Hirshleifer 1958). As mentioned above, eomplete interdependence 
will follow if the cost of capital depends on the level of investment 
(see Duesenberry 1958 and Nickell 1978). This argument is, however, 
rather difficult to defend sinee the cost of capital (in per cent) is 
measured in eompletely different units than the level of investment (at 
current or fixed priees). It would seem more natural to assume that the 
eost of capital is a function of the ratio of stock variables such as 
debt and equity. Inselbag (1973) argues that r is a funetion of both B/K 
and the rate of ehange in debt. It should be noted that a eost-of-eapital 
function of the form c = e(I) would be analogous to a strictly eonvex 
adjustment eost model when e' > 0 and eli> 0 (see also Nickell 1978). 

Perhaps a more realistic situation for the interdependenee of investment 
and financing polieies oceurs if investment is limited by a quantitative 
constraint on debt finance. Static investment models which assume 
'permanent' credit rationing have been analyzed by Hirshleifer (1958), 
V.L. Smith (1961), Haavelmo (1961) and Viekers (1968). The literature 
related to credit rationing has subsequently also developed 'rational 
arguments' for the oecurrence of credit rationing (see, e.g., Jaffee 
1971, V.L. Smith 1972, Jaffee and Russell 1976, Koskela 1976 and Stiglitz 
and Weiss 1981). The dynamic effects of eredit rationing on investment 
have been·analyzed by Appelbaum and Harris (1978) and Schworm (1980) and 
our analysis in seetion 4.4 is related to the work of these authors. 

King (1974, 1977) and Boadway (1980) consider neoelassical certainty , 
models of the firm whieh imply a borrowing constraint beeause of institu-
tional (legal) restrictions on the maximum amount of dividends. More 
generally, if in a certainty model there exist differential taxes for 
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dividends and retentions (i.e. capital gains), then one usually has to 
assume certain constraints on debt or equity in order to prevent an 
infinite tax arbitrage between the personal and corporate sectors (see 
also Auerbach and King 1982, 1983). These situations can also give rise 
to the interdependence between investment and financing decisions because 
the cost of capital will contain the multipliers corresponding to the 
binding constraints, thus linking present and future investment and 

financial policies (see King 1977, and section 4.4.1 of this study). 

4.2 The Effect of Increasing Borrowing Costs on Investment 

In the preceding two chapters, it was assumed that the firm has an 
exogenously given (constant) debt-capital ratio. This simple capital 
market imperfection implies that firms use both debt and equity 
(internal) capital and that the rate of interest on debt and the discount 
rate may diverge. In chapter II (section 2.2) we also briefly discussed 
alternative explanations for this assumption (i.e. constraints on debt or 
equity, or uncertainty). In this section it is assumed that the firm 
faces a non-l inear cost-of- debt schedul e. 3 t10re specifi cally, we assume 
that the rate of interest on the entire debt (r) is an increasing function 
of the debt-equity ratio (e = B/E).4 Both economic theory and the practice 

in the real world suggest that the returns demanded by lenders (banks) 
tend. to increase with the leverage of the borrowing firm (see the 
discussion in section 4.1). This assumption about the financial market is 
basically linked to the other motivation (uncertainty), given in 

chapter II, for the existence of an interior solution for the 
debt-capital ratio (i.e. 0 < s < 1). The financial policy of the firm is 

now endogenous, albeit of a .simple form. 

The present model is similar to the one presented in chapter II. Now, 

however, it is assumed that the interest rate function ;s of the 

following form: 

(4.1) r = r(e), r'(e) > 0 

where e = B/E, or e = B/(qK-B) since qK = B+E. 

The marginal cost function of borrowed capital is given by 



(4.2) i) h(e) = ar(e)B = r(e) + er'(e) 
aB 

and its derivative is 
Ii) h'(e) = 2r'(e) + er"(e) 
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It ean be noted that h'(e) > 0 if r'(e) > 0 and henee it is not neeessary 
to assume that r" > 0 in order that the marginal eost of funds is 
(strietly) inereasing. It ean easily be shown that the funetion 
r(e)B = y(K,B) is eonvex and linearly homogeneous in K and B. 5 

The maximization problem of the firm ean now be expressed as 

max j e-pt[ (l-u)f(K)-(l-uz)qI-(1-u)r(e)BHJ-yB]dt 
{I,N} 0 

. . 
subjeet to i) K = I-öK and Ii) B = N - yB and the usual nonnegativity 
eonstraints on variables 'plus initial values for K and B). The equation 
of motion for debt is the same as used in ehapter II. Henee N stands for 
new loans and y is the rate of amortization on the existing debt eapital. 
The eurrent value Hamiltonian is now 

(4.3) He = (1-u)(f(K)-r(e)B) - (1-uz)qI + N .,. yB + A1 (I-öK) + A2(N-yB) 

where A1 and A2 are the eostate variables assoeiated with K and B, 
respeetively. The neeessary eonditions for an optimum are as follows: 

(4.4) i) ~1 = (P+Ö)A 1 (1-u)f'(K) - q(1-u)r'e2 

Ii) ~2 = (P+Y)A 2 + (1-u)h + y 

. .. aHe 
1 11) ~ = -q + uzq + A 1 = 0 

aHe 
Iv) w- = 1 + A2 = 0 

Sinee r'e = h-r and arB/aK = -e(h-r), it follows that q(1-u)r'e2 

qe(1-u)(h-r) where h and r are funetions of e. 
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Sufficiency follows if f" .. 0 and since the interest cost function 
(r(e)B = y(K,B» is convex in K and B. Hence the Hamiltonian is jointly 
concave in K and B (notice that 1 enters H only linearly). The usual 
transversal ity condi ti ons are al so sati sfi ed si nce 1.. 1 and A2 are constant 
(for sufficiency propositions. see chapter II). 

It should be noted that this model gives only equilibrium values of K and 
B since both shadow prices (1.. 1 and 1.. 2) are constant. Hence investment and 
borrowing decisions are myopic in this model (see also chapter II). 

The equilibrium condition for the financial market is 

(4.5) p = (l-u)h(e) or p = (l~u)ar(e)B 
aB 

According to (4.5). the firm instantaneously adjusts the debt-equity 
ratio so as to make the after-tax marginal cost of debt equal to the 
discount rate (constant). Thus. the debt-equity ratio is constant for 
each t (i.e. e = e*). 

The equilibrium condition for the capital stock is 

(4.6) f' (K*) = ~l (p+ö )(1-uz)+e( (l-u)r-p)] 

which again directly gives the formula for the user cost of capital 
(f' = c). This result for c. is equivalent to those obtained previously 
except that the user cost now depends on e rather than on s. However. 
since the debt-equity ratio is constant (e = e*). the debt-capital ratio 
must also be constant and there is a one-to-one correspondence between K 
and B. The equilibrium ,debt-capital ratio (s*) is given by 
s* = e*/(l+e*). 

Using the relationships p = (l-u)h and r = h-r'e. the formula for the 
user cost can also be written as c = q[(p+ö)(l-uz) - (1-u)r'e2]/(1-u). It 

can be seen directly that if r' = 0 (i.e. r is constant). the standard 
Jorgenson formula for the user cost follows (see section 2.1). The two 
standard neutrality conditions of the corporate tax system are also 
satisfied in this model. 
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The comparative static properties of the present model with respect to K* 
are the sarne as in chapter II (with respect to p, q, w, 0, a and u). Some 
new aspects are also present, however. A positive shift in the marginal 
return on capital increases the long-run demand for capital but it leaves 
the equilibrium debt-equity ratio unchanged. A positive shift in the cost
of-funds function decreases the equilibrium values of both the capital 
stock (K* is lowered) and the debt-equity ratio (e* is lowered). Basi

cal1y, these results follow because the discount rate is an exogenously 
given constant. The effect of an increase in the discount rate on K* is 
ambiguous but it causes a substitution effect between debt and equity 
finance (i.e. the equilibrium debt-equity ratio increases). 

We shall next consider the above model in the presence of strictly convex 
adjustment costs. The basic characteristics of an adjustment-cost-based 
investment model were described in chapter III and hence here we only 
briefly present the underlying model. 

The current value Hamiltonian is now given by 

(4.7) HC = (l-u)f(K) - (l-uz)q(I+C(I)) - (l-u)r(e)B + N - yB 
+ A1 (I-oK) + A2(N-yB) 

The equilibrium condition for the financial market is the same as in the 
case without convex adjustment costs, i.e. p = (l-u)h(e*), see eq. (4.5). 
The equilibrium condition for the capital stock is given by 

(4.8) f' (K*) = (1~U) [ (p +0)( 1-uz)(1 +C' ) +e( (l-u) r-p )] 

which is equivalent to (3.11) except that this formula for the user cost 
now includes the debt-equity ratio (e) instead of the debt-capital ratio 
( s). 

As usual in an adjustment cost model, investment is an increasing 
function of the shadow price of capital and the relationship between 1 
and A1 is given by 
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,-1{ Al } 
(4.9) 1 = c q(l-uz)-1 

This relationship (4.9) is, however, different from the corresponding 
one in chapter 111 (see eq. (3.12)) because now the'marginal cost of funds 
affects A1• Since A1 is the marginal value of an additional unit of 
installed capital and q{l-uz) is the tax-adjusted price of uninstalled 
investment goods, then the ratio A1/q{l-uz) is a marginal Tobin's 
"q"- variable and, according to (4.9), investment is an increasing 
function of ("q"_l). 

The shadow price of capital is given by 

This states that the shadow price of capital is equal to the present 
value of the marginal benefits of a larger capital stock (net of 
depreciation). In the present case, these marginal benefits are of two 
kinds: after-tax profits in production will increase and the rate of 
interest on debt will go down. It should be noted that r'{e) is a 
function of K and when we consider changes in one of the state variables 
(K), holding the other ~onstant (B), then E will always change by the 
same amount because of the balance sheet identity qK = B+E (notice also 
that ay(K,B)/aK = r'B{ae/aK) = _r'e2 < 0, see also note 5). 

In the case of constant returns to scale in the production function,f'(K) 
can be replaced by pg~(w/p), wnere ~ = K/L (see section 3.2), and, 
assuming that all prices (q, w and p) are fixed over time, the shadow 
price of capital becomes A1 = (1-u)[pg~(w/p) + qr'e2]/(p+ö) and the 
investment function is 

(4.11) 
_ ,-1 {1-U)[pg~(w/p)+qr'e2] 

1 - C { q(1-uz)(p+ö) } 

According to this equation, the rate of investment will be constant along 
the solution path. The model with a perfect capital market is a special 
case of this model and is obtained by setting r' = 0, implying that the 
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debt-equity ratio is undetermined. It can be seen from eq. (4.11) that 
the level of investment is higher in the case of an imperfect financial 
market than in the case of a perfect market. In section 3.2 the same 
result was obtained by assuming directly an exogenously given, constant 
debt ratio. Furthermore, a rise in the product price p will increase 
investment and a rise in the wage rate will decrease investment provided 
that a(w/p)/aw > O. The effect of an increase in the tax rate on 

investment is ambiguous, and investmentis independent of the tax rate u 
in the two standard neutrality systems (see chapter 111). 

The model with increasing borrowing costs is a dynamic optimization 
problem with two state variables (K and B) and two control variables (1 

and N). The balance sheet identity is E = qK - B, which implies that, if 
we are considering changes in one of the state variables with the other 
held constant, then E will always be changed by the same amount. However, 
the financial market equilibrium condition p = (1-u)h means that the 
debt-equity ratio is adjusted so as to equate' the after-tax marginal 
interest rate and the discount rate. Hence the debt-equity ratio is 
constant along the optimal solution path. Furthermore, since the shadow 

price of debt A2 is a constant (A 2 = -1, ~2 = 0), we can examine the 
properties of this model in a phase diagram in the (A1 ,K) space. The 
slope of the (~1 = 0) locus is given by 

dA11. _ (1-u)(f"+qeeKh') 
( 4 • 12 ) OK A =0 - (p + ö) < 0 

1 

The negativity (i .e. downward sloping) in (4.12) follows since f" < 0 
and eK = ae/aK = -qe/E < O. It should be noted that the (~1 = 0) locus 
can be downward sloping even in the case of a linearly homogeneous pro
duction function (i .e. f" = 0), and a horizontal locus follows if either 

h' = O,implying a perfect capital market (r' = r" = 0), or eK = 0, imply
ing that a change in the capital stock does not affect the debt-equity . 
ratio (i.e. e = constant). The (K = 0) locus slopes upward as usual (see 
chapter III). 

The phase diagram for this model is similar to that for the constant debt 
ratio adjustment cost model (see section 3.2). Drawing the arrows of 

motion in the (A1,K) space would show that the steady state is a saddle 
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point. Next, however, we shall consider a bit further the dynamic 
properties of the present model. The basic question to be answered is: 
How does the non-linear cost function of borrowed capital affect the 
speed of adjustment to the equilibrium level of the capital stock? 

The linearized system of the differential equations for Å1 and K is 
otherwise the same as in eq. (3.17) except that the term -(I-u)f" is 

replaced by the term -(I-u)(f"+qeeKh'). It can be shown that the 
characteristic roots of this system are real and opposite in signe Hence 
the steady state is a saddle point. If this system is to reach its steady 
state, then the rnovement of the capital stock must be governed entirely 
by the negative root, say kl • The speed of adjustment is now given by 

I 2 ~ _ p (p +20) (l-u) II , 

(4.13) -k l - - 2 + 4 - q(I-UZ)C"[f +qeeKh ] 

where the term in the squared root is positive since f" < 0, h' > 0 and 
eK < O. 

The following observations can now be made about of the rate of 
adjustment and factors affecting it. First, the general outcome is that 
the rate of adjustment is an endogenous choice variable and it depends on 
the p~operties of the production function (via fll), the conditions in the 

financial market (via e, eK and h') and the tax parameters (u and z). 

Second, the original result by Gould (1968), according to which the rate 
of adjustment is equal to the rate of depreciation 0, follows as a 
special case if either f" = h' = 0, implying constant returns to scale 
and a perfect capital market; or f" = eK = 0, implying constant returns 
to scale and a capital market i'mperfection such that the cost of debt is 
non-linear but the debt-equity ratio is constant. Hence linear homogeneity 
of the production function is not sufficient for Gould's result to hold 
in an imperfect financial market. However, if the debt-equity ratio is 
constant, as our model implies, then, with constant returns to scale, the 
unique optimal path-; s characterized by a constant Ål and consequently a 
constant investment level. The third feature of the result in (4.13) ;s 
that generally the rate of adjustment is greater than the depreciation 
coefficient o. 
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Analogously to the analysis in ehapter 111, it ean be shown that the 
dynamie path of investment is independent of the tax rate (u) when the two 
standard neutrality eonditions hold, i.e. free depreeiation (z = 1) plus 
non-deduetibility of interest (p = h) or true eeonomie depreeiation , 
(D'(K) = OA -~) plus deduetibility of interest (p = (l-u)h) (see also 
note 15 of ehapter 111). Equation (4.13) again reveals the 'loeal I 

neutral ity eharaeter of the rate of adjustrnent when z = 1. 

We ean now briefly summarize the main results ofthe present seetion. The 
eonditions in the eapital market will affeet the expansion path of the 
eapital stoek of the firm. Basieally, this is due to the assumption that 
the diseount rate is fixed whereas the rate of interest on debt is a 
funetion of the debt-equity ratio. The properties af the non-linear 
interest eost funetion also influenee the rate of investment up to the 
equilibrium level of the eapital stoek. The equilibrium value of the 
debt-equity ratio is determined by equality between the diseount rate and 
the net-of-tax marginal eost of borrowed eapital. Given the eonstant 
steady-state value of the debt-equity ratio, the steady-state value of 
the eapital stoek is determined by the eonditions in the markets for 
output (demand) and other inputs. In the present model the firm 
effeetively follows a two-stage strategy in its investment behaviour (see 
also seetion 4.1). The firm first determines its minimum eost of eapital 
and then uses this to determine its optimal investrnent poliey. 

4.3 New Equity Issues and the User Cost of Capital 

Hitherto our analysis has dealt with only two sourees of funds for 
finaneing investment expenditures, i.e. borrowing and retained earnings. 
In this seetion, we shall eonsider a simple way of ineorporating the eost 
of new equity issues (i.e. external equity eapital) in the total eost of 
eapital. This extension of the model of the firm implies that personal 
taxes also enter the formula for the user eost of eapital. The ehief aim 
of the present seetion is to derive a formula-for the user eost whieh is 
direetly eomparable to the original Jorgenson formula and to our 
preeeding formulas. The objeetive of the firm is again to maximize the 
present value of future dividend payments. i.e. maximization of the 
wealth of the owners of the firm. It is, furthermore, assumed that 
adjustment eosts are linear, implying that we only eonsider the long-run 
dernand for eapital. 
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The capital market equilibrium condition is defined in the usual way 
(see, e.g. King 1977 and Poterba and Summers 1983): 

. 
(4.14) iVt = (l-m)Divt + (l-T)(Vt -S) 

. 
where V is the market value of the firm, V = dV/dt is the time rate of ~ 

change of V, i.e. nominal capital gain accruing at t, Div is gross 
dividend payments and E is new equity issues (paid-in share capital). The 
constant parameters in (4.14) are as follows: i = nominal required rate 
of return by stockholders (net of all taxes), m = marginal personal 
income tax rate (dividend tax rate) and T = effective tax rate on capital 
gains (on accrual basis).6 

It is assumed that the tax rates m and T correspond to those of a 
representative (marginal) shareholder. The discount rate i is a risk-free 
nominal return on some alternative financial investment (after all 
taxes). If the before-tax return is j, then i = (l-m)j. The cash flow 
accruing to a shareholder (at t) is given by 

. 
(4.15) (l-m)Divt - St - T(Vt-St ) 

The value of the firm as seen from the viewpoint of shareholders is the 
present value of future expected cash flows net of taxes and it is 
defined by 

In principle this valuation model shows how the firm is valued by 
rational investors in efficient markets. As can be seen from (4.16), 
personal taxes are involved in this valuation principle (i.e. in the 
pricing of stocks). 

In order to simplify (4.16), we take the derivative with respect to the 
lower limit of integration, t. By integrating and rearranging terms, the 
value of the capital stock (Vt ) can be rewritten as (at time zero)7. 
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where p = i/(l-,). If wealth taxes paid by individuals are incorporated 
in the net cash flow expression (4.15), then p = (i+w)/(l-,), where w is 
the marginal wealth tax rate (see Ylä-Liedenpohja 1983). It can be seen 
from (4.17) that, when S = 0, the firm's maximization problem does not 

depend on the personal income tax rate m but on the capital gains tax 
rate , via the discount factor. 

In order to formulate the maximization problem of the firm in the present 
context, we need to know the cash flow identity of the firm (i.e. 
dividend expression), which is given by 

. 
(4.18) Div = f(K) - qI - r(e)B - T + B + S 

where it is assumed that the rate of interest depends on the debt-equity 
ratio (see section 4.2). If corporate taxes are defined in the usual way, 
i.e. T =-u(f(K)-rB-D), then T corresponds to the previous cases in the 
context of a classical corporate tax system. We shall, however, assume in 
the present section that the tax system corresponds to a two-rate scheme 
in which a given proportion of distributed profits can be deducted from 
the tax base. 8 Corporate income taxes are now defined as 

(4.19) T = u(f(K)-rB-D-aDiv) 

where a is the proportion of paid-out dividends that can be deducted from 
the taxable income. Eq. (4.19) can be transformed into the following form 

(4.20) T = u(f(K)-rB-D-Div) + u1Div 

where uI = u(l-a) is the tax rate on distributed profits. 

Substituting T, given by (4.20), into (4.18), gives the following 
expression for dividends 
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(4.21) Div = u2[(1-u)(f(K)-rB)-qI+UD+~+SJ, where u2 = .1--~~-+~U-' 
1 

In order to simplify the subsequent analysis, we shall use the tax 
discrimination variable defined by King (1974, 1977). This variable (8) 

measures the degree of discrimination between retentions and distribu
tions. Variable 8 is defined as the opportunity cost of retained earnings 
in terms of·(net) dividends foregone, i.e. the amount of cash flow which 
shareholders could receive if one unit of retained earnings were distrib
uted. If cash in the hands of the firm and cash in the hands of the 
shareholder can be interchanged without any additional tax, then there is 
no discrimination and the value of 8 is unity. If 8 is less than unity, 
then dividends are taxed more heavily than retained earnings. 

The tax discrimination variable can be defined either in terms of net 
dividends or in terms of gross dividends foreg·one. \4e use the net concept 
and in our model it is given by 

(4.22) 8 1-m 
( 1-T ) ( 1-U+U1 ) 

and if u = u1' the.n 8 = (l-m)!(1-T). If'6 is the 'gross dividend' tax 
discrimination variable, then 8 = (l-m)'6. 

The crucial problem that now rem~ins is the determination of new equity 
issues (S). We shall use the same assumption as in Södersten (1977) and 
Ylä-Liedenpohja (1983), namely, that the firm finances an exogenously 
given proportion of net investment by is_suing new ordinary shares. This 
assumption implies that S is given by the following relationship 

. 
(4.23) S = nqK = nq(I-oK) 

He have already discussed briefly in section 4.1 and in note 1 of this 
chapter the difficult and as yet unresolved question as to the 'general' 
optimum of financial and dividend policies of the firm in the neoclas
sical certainty framework. It should be emphasized that we.are. at 
present. assuming that firms use three types of finance (i.e. borrowing, 
new issues and retained earnings) and possibly also pay out dividends if 
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retained earnings are in excess of the remaining investment financing 
need after utilizing borrowing and new issues. We do not try to explain 
why such a financial policy is actually. chosen by the firm. Rather, we 
pose the question: What, given the firm's observed financial policy, .is 
the concept of the user cost of capital and how do various factors affect 
it? Eff~ctively, we are assuming that the firm has an ;nterior solution 
with respect to the three types of finance and that corner solutions (or 
bounds on investment) are ruled out, i.e. we treat the problem as if 
there were no bounds, meaning that we examine only free intervals 
(control problems with bounded investment plans are examined in section 
4.4). ln note 9, however, we present some simple calculations with 
typical Finnish parameter values for the 'optimality' of alternative 
financial methods using the 'pairwise comparison' approach as suggested 
by Ki ng (1977). 9 

The maximization problem of the firm is now given by the following 
formulation (assuming fixed prices and f" < 0): 

'" t max f e -p {8 [ (l-u) f(K )-q(1-uz)I -(1-u) r( e )B+N-yB] 
{ 1, N} 0 

- (1-8 )nq(I-oK)}dt 

. . 
subject to i) K = 1 - oK and ii) B = N - yB. As mentioned above, it 
shoul d be noticed that the firm i s assumed to optimize the debt-equity 
ratio and since the proportion of new issues is a given constant n then 
retained earnings are a residual factor in the flow financing identity 
of gross investment (i.e. ql = Rg + B + S, see also eq. 2.13).10 

The necessary conditions for an optimum are now as follows: 
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(4.24) i) ~1 (P+Ö)A 1 - 8(1-u)f'(K) - 8(1-u)qe(h-r) - (1-8)nqö 

ii) ~2 (p+y )A
2 

+ 8 (l-U) h + 8y 

,. ,. ,. ) a He . ar = -8 q + 8 uzq - (1-8) nq + A 1 ::= 0 

i v) aHe 
ä"N = 8 + A2 = 0 

where A1 and A2 are the shadow priees of K and B as in seetion 4.2. 

Condition iv) gives A2. = -8 (=eonstant) and the equilibrium eondition 
for the debt-equity ratio ean be solved from ii), i.e. p = (1-u)h. In 
this respeet the present model is the same as in the previous ease 

(seetion 4.2). The marginal eondition for the eapital stoek is now 

(4.25) f'(K*) = (1~U)[(p+ö)(1-uz)+e((1-u)r-p)+ (1;8) np] 

whieh also gives direetly the formula for the user eost of eapital 

(i.e. f' = e). If n = 0, we obtain the same result as in the previous 

seetion (see eq. 4.6). The last term (1-8)np/8 in the braekets is the 
additional eost of ne~/ly raised outside equity in exeess of the eost of 

retained earnings due to the differential taxation of dividends and 
eapital gains. If 8 = 1, then this last term is zero and we obtain 

formula {4.6) for e. Reealling the above definition of 8, we ean observe 
that (1-8)/8 is the ratio of additional tax payments to the additional 

cash flow for shareholders when one additional unit of retentions is 
distributed. Henee the additional tax per unit of the shareholder's cash 

flo\'1 is (1-8)/8 and it earries the before-tax opportunity eost p/(1-u) 
(in terms of deferred eonsumption). The unit eost of new equity finanee 
is equal to p/8(1-u) (see also King 1977, Södersten 1977). 

The presenee of personal tax parameters (dividend taxes) in the formula 

for the eost of capital means that the tax neutrality of the user eost is 

now somewhat different. from the two previous standard eases. We may note 
that when investment is financed by new issues and retained earnings 

(i.e. e = 0), the tax system will be nondistortionary if (i) z = 1 and 

e = 1, implying that u = UI (elassieal eorporate tax system) and T = m, 
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or (ii) z = 6/(p+6) and u1 = 0 plus m = T (for a'more thorough diseussi~n 

of neutrality in the presenee of both eorporate and personal taxes, see 

King 1977, p. 237). 

We shall next transform the user eost formula (4.25) into a form sueh 

that the 'weighted average' eoneept of th~ eost of eapital shows upo In 

seetion 4.2 it was pointed out that the funetion y = y(qK,B) = r(e)B is 

linearly homogeneous in qK and B. This funetion may therefore be 

rewritten as y = qKy(1,B/qK) = qKY(s), where s = B/qK is the debt-eapital 

ratio. Using this transformation of y and z = a/(p+a), formula (4.25) for 
the user eost ean be transformed into the following form: 

[ np (1-s-n)p Up (a-6) ] 
(4.26) f' (K*) = e = q 6+sr+ e (l-u) + (1-u) - (l-u) (a+p) 

The nominal eost of eapital is now: 

This is a 'weighted average' form of the eost of eapital and the weights 

are the proportions of investment finaneed by the three types of funds: 5 

is the portion of investment finaneed by borrowing, n is the portion 

finaneed by new share issues and (1-s-n) is the portion finaneed by 

retained earnings (when a = 6). The eost of new issues is p/e(1-u) and 

the eost of retentions is p/(1-u). If e < 1, then retained earnings are a 

less' expensivesouree of funds than new share issues (i.e. eapital gains 

are less heavily taxed than dividend payments). If the rate of tax 

depreeiation is greater than the eeonomie rate of depreeiation, i.e. 

a > 6, then the firm is allowed tax deferrals. This means that it ean 

aequire an interest-free loan ('tax eredit') from the government. The 

weight of this 'tax eredit' eomponent is u(a-6)/(p+a) (see ehapter II). 

Finally in this seetion, we shall eompare the result given by eq. (4.27) 

with some other eoneepts of the eost of eapital. The eoneept of the eost 

of eapital ;s important sinee different assumptions about the firm's 

marginal souree of finanee have dffferent implieations for the investment 

eonsequenees of dividend taxes. At present, 'there exist eompeting views 

of how dividend taxes affeet deeisions by firms and shareholders (see 
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e.g. Auerbaeh 1983, Poterba and Summers 1983). The 'traditional view' ar
gues that, for some poorly understood reason, firms aet as if they are 
required to distribute a substantial proportion of profits as dividends. 
If p is the dividend-payout ratio and p is the post-tax rate of return 
demanded by investors, then the 'weighted average' eost of eapital for 
the ease in whieh debt and equity finanee are used at the margin is given 
by (see Auerbaeh, 1983): 

(4.28) een = sr + (l-s) (I-U)(I-(pm+(l-p),)] 

where it is sometimes assumed that p = p(p), p' < O. Sinee the eost of 
eapital depends on tax rates, ehanges in either the personal dividend tax 
rate (m) or in the eapital gains tax ra te .(,) will affeet investment 
poliey. The diffieulty with this view of dividend taxes is that it 
provides no explanation as to why firms pay dividends. Furthermore, the 
real world parameters are usually sueh that firms should use only debt 
finanee at the margin and should pay no dividends (see, e.g. Auerbaeh 
1983).11 

The tax eapitalization view ('new view') of dividend taxes was partly 
developed as a response to the problem of explaining why firms pay 
dividends (see e.g. King 1977, Auerbaeh 1983 ete.). The premise of this 
view is that future taxes are eapitalized into share values and henee 
shareholders are indifferent at the margin between retaining earnings or 
paying dividends~ Raising dividend taxes would result in an immediate 
deeline in the market value of equity but dividend taxes have no impaet 
on a firm's marginal ineentive to invest. The eost of equity eapital is 
equal to p/(l-u)(l-,) and henee it is independent of the dividend tax 
rate m. It ean now be noted that our standard eoneept of the eost of 
equity eapital is in aeeordanee with this 'new view' (see eq. 4.17 with . 
S = 0 or eq. 4.27 with a = 1, and note that p is now the after-tax 
required rate of return, i.e. p = i, see eq. 4.14).12 

Aeeording to the 'new view i retained earnings are the marginal souree of 
investment funds. Henee the firm pays a taxable dividend equal to the 
exeess of eurrent net profits over eurrent investment. Dividends are thus 
determined as a residual (see also note 1). The main problem with this 
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view is that it predicts volatile dividend fluctuations which does not 
seem to occur in the real world. Another problem is that firms should 
continue to invest until investors are indifferent between earnings paid 
out or retained, or when marginal "q" equals: "q" = 11-m. Empirical 

-T 
evidence, however, suggests that changes in the dividend tax rate (m) do 
not necessarily influence "q" in a manner consistent with this view (see 
Poterba and Summers 1983). 

The significance of the preceding discussion lies in the fact that in an 
empirical analysis of investment behaviour one has to choose between 
different concepts of the equity cost of capital employed. At one extreme 
there is the 'old view' that this cost is equal to p/(1-u)(1-m) if the 
dividend payout ratio is one, while at the other extreme is the 'new view' 
that this cost equals p/(1-u)(1-T). In our empirical analysis of the 
investment behaviour of Finnish firms (chapter V) we shall apply both of 
these approaches. 13 

4.4 Financial Constraints and Investment Behaviour 

In the previous section it was assumed that firms face a nonlfnear price 
schedule in the credit market. This assumption implies that the firm may 
obtain an optimal financial structure since the rising marginal cost of 
funds counterbalances the tax savings arising from interest deductions. 
This model implies that the rate of interest is perfectly flexible 
(vari ab 1 e). However, i n many cases a hypothesi s of 1l10re or 1 ess ri gi d 
interest rates may seem to conform better with the facts of the real 
world than the perfectly flexible case (see chapter II for a discussion 
of the Finnish system). Imperfect screening possibilities between 
different customers (borrowers) or sticky interest rates due to 
convention or institutional regulations may cause the lenders (banks) to 
practice credit rationing (see e.g. Jaffee and Russell 1976 and Koskela 
1976). Recently, Stiglitz and Weiss (1981) have shown that, even in the 
case of flexible interest rates, credit rationing may be optimal 
behaviour for the banks since the expected profits of banks may start to 
decline at some 'high' level of the interest rate because af 'incentive 
effects' • 

In this section we shall examine the effects of quantitative financial 
constraints on the firm's investment policy. The financial structure of 
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the firm is now determined solely by constraints on the availability of 
funds (i.e. borrowing). Basically. we are now dealing with 'optimal' 
investment behaviour subject to financially bounded investment plans. In 
the first section (4.4.1) it is assumed that the fjrm faces a dividend 
constraint which irnplies a certain type of borrowing constraint. In the 
second section (4.4.2) it is assumed that the firm operates under a 
permanent or temporary profit constraint. 

4.4.1 Dividend Constraint and Investment Behaviour 

In many countries the corporate tax laws stipulate that dividend payments 
cannot exceed the current accounting (book) profits. The purpose of such 
a constraint is to prevent firms from using borrowing merely to increase 
dividends. It wil1 be shown here that this type of a dividend constraint 
implies a borrowing constraint on the firm's investment decision. The 
importance of dividend constraints on the cost of capital has previously 
been recognized in King (1974) and in Boadway and Bruce (1979). 

King (1974) considers various concepts of the cost of capita1 in a discrete 
time framework and includes both personal and corporate taxes in his 
analysis. The main differences between our approach and that of Boadway 
and Bruce (1979) are as fo110ws: (i) Boadway and Bruce assume that the 
objective of the firm is to maximize the utility of consumption whereas 
we assume present value maximization (i.e. wealth maximization). (ii) in 
Boadway and Bruce personal borrowing is also included and its shadow 
price affects the user cost of capital; we ignore persona1 borrowing. and 
(iii) in Boadway and Bruce the concepts of the two capital stocks (i.e. 
K and KH• see section 2.2) differ on1y w1th respe~t to the rate of 
depreciation. i.e. they assume that 1 = K + oK = KH + aKH. whereas we 
assume that I = K + oK and KH = qI - aKH•14 Our alternative assumptions 
lead to a different formula for the user cost of capital. although the 
basic idea behind these models is the same. Our assumption concerning the 
definition of the historic cost capital stock (evaluated at the tax 
depreciation rate) can be defended on the grounds that it corresponds to 
the practice in the real world. Boadway and Bruce also restrict their 
analysis to the case where r = p whereas we consider a more'genera1 case 
where p > (l-u)r (a special case of which is that p = r). 
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In the absenee of uneertainty and personal taxes, the abil ity of fi rms to 
deduet interest payments from the tax base makes debt strietly pr~ferable 
to retentions (equity) as a finaneing method (see also note 9 of thi~ 
ehapter). Some eonstraint is elearly needed to prevent firms from 
engaging in infinite borrowing so as just to be able pay higher 
dividends. If dividends eannot exeeed the eurrent aeeounting (book) 
profits, the firm is faeed with the following eonstraint: 

(4.29) (l-u)(f(K)-D-rB) - Div .. 0 

Using the expression for dividends, 
Div = (l-u)f(K) - qI + uD - (l-u)rB 
formed into the following form: 15 

. .. 

i .e • . 
+ B, this eonstraint ean be trans-

(4.30) q 1 - D + B .. 0 or KH - B .. 0 

. . 
si nee KH = qI - D = qI - aKW Noting, furthermore, that B = tJ - yB (see 
seetion 4.2), this eonstraint ean also be expressed as 

(4.31) qI - aKH - tl + yB .. 0 

. . 
The eonstraint KH - B .. 0 implies that debt inereases at the same rate 
as the historie eost eoneept of the capital stoek (evaluated at the tax 
depreeiation rate) if the eonstraint is binding. 

Assuming fixed priees, the maximization problem of the firm is now given 
by 
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· subjeet to i) K = 1 - oK 

· ii) KH = qI - aKH · ; i i) B = N - yB 

i v) qI - aKH - N + yB .. 0 

and the usual non-negativity eonstraints (K > 0, KH > 0, B > 0), 

initial values of variables (KO' KH,O' BO) and f" < O. 

The eurrent value Lagrangian funetion (Le) of this problem is 

(4.32) Le = (l-u)f(K) - qI + uaKH - (l-u)rB + N - yB + }..1 (I-oK) 

+ }..2(N-yB) + }..3(qI-aKH) + ll(qI-aKH-N+yB) 

where }..1' }..2 and}..3 are the eostate variables (i.e. shadow priees) 
assoeiated with the state variables K, B and KH, respeetively, and II is 
the Lagrangian multiplier assoeiated with the dividend eonstraint. 

The neeessary eonditions for an optimum are: 16 . 

(4.33} i) ~1 (p+o )}..1 - (l-u) f' (K) 

ii) ~2 = (P+Y)}..2 + (l-u) r + y - llY 

ii i) ~3 (p+a )}..3 - Ua + lla 

i v) Le 
1 = -q + }..1 +q}..3 + qll = 0 

v) Le 
N 

= 1 + }..2 - II =. 0 

vi) II ) 0 and II (qI-aKH-N+yB) = 0 

Assuming first that the dividend eonstraint is not binding (i.e. II = 0), 

we ean solve the equilibrium value of the eapital stoek direetly from 
these eonditions. It is implieitly given by the following marginal 

eondition: 

(4.34) f'(K*) = ~(p+o)(I-UZ) 



117 

whieh is equivalent to the standard Jorgensonian eoneept of user eost 
(see eq. (2.3), when 9 = 0). This eoneept of user eost does not inelude 
the tax savings due to interest deductions. Our model gives the result 
that p = (l-u)r when ~ = 0 and thus the firm is indifferent between using 
debt or equity (retentions) for finaneing investment. 

We assume next that the dividend constraint is binding (i.e. ~ > 0). We 

ean solve ~ from (4.33v) as ~ = 1 + A2• Inserting this value of ~ into 
(4.33iv) gives Al = -q(A2+A3) and differentiating this gives 
i l = -q(i2+i3). Using now conditions i) - iii) and the values for Al 
and i l , gives the marginal eondition for the capital stock as 

(4.35) f' (K) 
A2+A 3 = q[ r+a+(a-å )(--r::u-) ] 

where K, A2 and A3 are time-dependent. Equation (4.35) ean be transformed 
into the following forms: 

(4.36) 

Equation (4.35) determines the optimal investment policy of the firm. We 
can observe that the marginal eondition of eapital will now depend on the 
time-dependent costate variables and also on the Lagrangian multiplier ~ 
sinee A2 = ~-l. Henee the optimal investment policy is nonmyopic even in 
the absenee of strictly eonvex adjustment eosts. The above solution 
for Kt holds whenever the dividend eonstraint is binding but we must 
still examine the effeetiveness of the eonstraint and the nature of the 
optimal stationary solution for K. However, it can be seen directly from 
eq. (4.35) that when a = å, f' (K )=q( r+å) and thus the marginal eondition 

, 
is independent of the tax factors (neutral) and the only possible 
solution is an immediate jump at the initial moment to the equilibrium 
point K* (if the maximized Hamiltonian is strictly eoncave in K for a 
given Al , a jump ean be optimal only at the initial moment, see Arrow and 
Kurz 1970). 



118 

From (4.33v) we obtain ~ 1 + "2 and inserting ~ into (4.33ii) allows 

us to integrate "2 as 

(4.37) "2 = - (l-u)r + C ept 
p 0 

where Co is the integrating constant. Since ~ ) 0 it follows that "2 ) -1. 
Assume that p > {l-u)r (this inequality holds even though p = r). Now 

Co > 0 is ruled out by the transversality condition for otherwise the marginal 
product of capital would increase without bound (when a > 0). 

If C < 0, sooner or later there occurs a point of time (say t) at o -
which coePt - (l-u)r/p = -1 and from tilat point onwards "2 = -1. The 
transversality condition is also satisfied since lim e-pt(_l) = O. 

t+"" 
However, "2 = -1 implies that ~ = 0 and hence p = {l-u)r which contradicts 
our assumption that p > {l-u)r. Hence it must be so that Co = O. Therefore 
"2 > -1 for p > (l-u)r implying that ~ > O. 

The above discussion reveals that it is optimal for the firm to operate 
under the dividend constraint whenever p > (l-u)r. The reason is simply 
that in this case borrowing is strictly preferable over equity 
(retentions) as a method of finance and the optimal solution involves 
borrowing the maximum possible amount (i.e. B = KH) until K* is reached. 

We have hitherto established that ~ = p-{l-u)r and ,,~ = -(l-u)r and thus 
p ~ p 

~ and "2 are constant. We can now integrate "3 from eq. (4.33iii) to get 
- a (( 1-u ) r-p ) (h·· . b "3 = uz + p(p+a) , t e lntegratlng constant must agaln e assumed zero 

for otherwi se the marginal product of capital "/oul d increase or deerease 
without bound). Inserting the value of "3 into (4.33iv) gives the follo\'ling 
value for "1: "1 = q[l-uz + (l-~~-p]. The last term in the square brackets 

is the present value of tax savings arising from using debt instead of 
retentions. If p = r, then this last term reduces to -ur/(r+a) = -uy, 
i.e. the present value of tax savings arising from interest deductions 

per unit of investment and hence "1 = q{l-uz-uy), (see also chapter II). 
Inserting the above value of "1 into eq. (4.33i) and noting than i = 0, 
we can now solve the following marginal conditiori for the steady-state 
capital stock: 
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(4.38) f'(K*) = (1~U)[(p+ö)(l-UZ)+(~~)((1-u)r-p)] 

and using z = ~/(p+~) we obtain f' (K*) = q(p+ö )(;~) and hence the 
investment policy of the firm is independent of the tax parameters when 
the dividend constraint is binding (see also Boadway and Bruce 1979, 
p. 98). 

The intuition behind this result is as follows. A change (say decrease) 
in the tax depreciation rate ~ implies that after-tax profits will 
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increase and that the firm can issue more debt. IHth the binding borrowing 
constraint (8 = KH), the reduced tax savings from depreciation are exactly 
offset by increased ,tax savings from interest deductions. 1t should be 
noted that eq. (4.38) is ~quivalent to our previous eq. (2.27) for the 
user cost when s = (p+ö)/(pm) and thus s < 1 if ~ > ö. For example, if 
ö = p = 0.1 and ~ = 0.3, then s = 0.5. As noted above, the dividend 
constraint implies a borrowing constraint of the form B/qK = s < 1. 1f debt 
were restricted by the undepreciated value of the capital stock evaluated 
at the true rate ö, then we would obtain f'(K*)=q[(p+ö)(l-uz)+((l-u)r-p)]/(l-u) 
and neutrality follows when ö = ~ (plus full interest deductibility). 

The above results imply that the marginal product of capital would 
increase (or decrease) without limit unless the expression containing the 
costate variables in (4.35) were constant for all t. Hence the 
nonstationary cases are not optimal and a profit maximizing firm should 
use debt finance to the maximum amount dictated by the dividend constraint 
(when p > (l-u)r). The basic reason for this 'corner solution' is that we 
are assuming a certainty environment (~is constant) and thus a minimum 
value of the cost of capital is achieved wtth' the maximum value of tax 
savings due to interest deductions. 1n this context there is no 
counterbalancing effect to prevent borrowing from increasing to the 
maximum level implied by the dividend ·constraint. 
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4.4.2 Profit Constraint, Retained Earnings and 
Investment Behaviour 

In this section we shall consider the optimal inv~stment behaviour of a 
firm under the assumption that self-financing is the marginal source of 
finance. This situation may arise for two different reasons. First, it 
may be assumed that the firm directly faces abinding constraint on the 

amount of debt it can obtain at a given interest ra te and that the 
debt-capital ratio is hence an exogenously given constant due to credit 
rationing considerations, i.e. B = sqK. Here s would be smaller than an 
optimal ratio (say s*l. Second, the debt-capital ratio could be optimally 
determined as in section 4.2, where the rate of interest was assumed to 
be a rising function of leverage. 17 It is, however, assumed that the rate 
of investment does not affect the debt-capital ratio directly since 
otherwise the investment and financial decisions would be totally 
interrelated. Both of these financial assumptions with respect to borrowing 
imply that there will be an upper bound on the amount of investment the 
firm can make at any moment of time. With a given debt-ratio, the gross 
investment of the firm will be limited to the amount given by the volume 
that absorbs all retained earnings as the equity-financed part. Investment 
i n excess of thi s amount woul d call for ne\1 equity i ssues, a possibil ity 
which we shall exclude in order to highlight the role of a profit 
constraint (see also note 17). 

The model to be analyzed in this section is basically the same as the one 
in chapter II, where, however, it was assumed that a profit constraint is 
not effective. Hence in chapter II the analysis was carried out as if the 
firm operated in 'free intervals'. The analysis of this section is 
related to the work of Appelbaum and Harris (1978) and Schworm (1980). 
Appelbaum and Harris have examined capital accumulation under the 
hypothesis that investment can be financed only through profits. The 
financial constraint of their model is a consequence of the following two 
capital market imperfections: (i) no new borrowing is possible, and (ii) 
all cash flow which is not invested must be distributed to shareholders. 
In the Appelbaum and Harris model, a firm that anticipates being 
financially constrained increases investment over some p~riod in order to 
increase future profits. Purchasing capital increases future profits and 
thus reduces the stringency of future financial constraints. 



In the model of Schworm (1980), there are two ways öf transferring 
current funds into the future. A firm with current earnings can either 
purchase capital or accumulate retained earnings. The firm purchases 
capital if and only if the return on holding capital is greater tnan or 
equal to the return on retained earnings. The retained earnings con-· 
straint has no anticipatory effect on investment and the firm follows a 
myopic rule for capital accumulation. At first glance it would seem 
surprising that the rnyopic rule is obtained in an imperfect capital 
market. It would seem plausible that a firm anticipating abinding 
financial constraint would reduce investment in order to postpone the 
exhaustion of internal funds. This argurnent, however, ignores the fact 
that current investment increases the funds available in the future by 
increasing future profits. 

The model to be developed in this section is a modification and an 
extension of Appelbaurn and Harris's model in the foHowing respects: 
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(1) we assume that the firm is able to borrow up to an exogenously given 
portion of investment, (2) we assume that basic corporate tax factors are 
included in the cash flow identity of a firm and hence that we can 
examine the role of tax factors in a financially-constrained environment, 
(3) we sha 11 consi der the behavi our of the fi rtTI under a 1 ternati ve 
assumptions about the financial constraint and (4) we shall also present 
some possible extensions of the model as, for example, the incorporation 
of strictly convex adjustment costs. 

The main conclusion of our analysis is that, when the firm is faced with a 
given borrowing policy, the average profitability (or just cash flow)' may 
become crucial for its investment behaviour. Through profits, taxes, 
interest payments and depreciation rules can also become a significant 
factor for the dynamics of investment in addition to the usual 'user cost 
channel'. 

4.4.2.1 The Model and Necessary Conditions for an Optimum 

It is assumed that the firm finances a constant portion of its gross 
investment by raising new loans (N) so that N = sqI (see also chapter II). 
Furthermore, it is assumed that the debt-capital ratio is sand hence the 
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change in debt is given by B = sq(I-öK). Since B = N-yB, where y is the 
rate of amortization, ... Ie then havey = ö (see also chapter II). 

The flow financing indentity of gross investment is qI = Rg + N, where 
Rg is gross retained earnings: Rg = f(K)-rB-T-söqK-Div. Note that söqK 
is debt repayment. If Rg is defined to equal f(K)-rB-T-Div, then 
qI = Rg + B (see al so eq. 2.10). If Di v = 0, then maximum retained 

earnings, i.e. gross profits (P) after taxes and debt servicepayments 
are equal to (D i s tax depreciationJ 

(4.39) P = f(K) - rB - sqöK - T = (l-u)(f(K)-rsqK) + uD - sqöK 

The firm is assumed to be constrained in its investment policy in such a 
way that the amount of investment not financed by borrowing must not 
exceed maximum retained earnings. Thus, the investment policy is 
constrained to satisfy the following inequalities 

(4.40) (l-s)qI .. P or 

or 

ii) 1 .. (l-u)(f(K)-rsqK) - sqöK 
q(1-uz-s) 

iii) K .. (l-u)(f(K) - rsqK) - (l-uz)öqK 
q(1-uz-s) 

where, as usual, we have used the present value formulation of 
depreciation deductions. 18 ,19 

The maximization problem of the firm is now as follows: 

00 

(4.41) max f e-Pt[(l-u)f(K)-(l-uz)qI-(l-u)rsqK+sq(I-öK)]dt 
{I} 0, ' 

subject to ,i) 

ii) 

. 
K = 1 - öK and 
1 .. (l-u)(f(K)-rsqK) - söqK 

q(1-uz-s) 
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and a given initial value of the capital stock, say KO > 0 (notice that 
the time dependency of variables is again suppressed in the following 
except where it is needed for clarity). If the irreversibility constraint 
were included among the constraints, the admissible values of the control 
variable I would be given as 0 ( I ( P/q(1-s). Our analysis will be limited 

. primarily to the effects of an upper bound on investment but at the en9 of 
this section we shall briefly comment on the role of a lower constraint. 

The Hamiltonian of this model is given by 

(4.42) H = w[(1-u)f(K)-(1-uz-s)qI-(1-u)rsqK-saqK] + r(l-aK) 

where wt = e-pt , and r t = WtAt = Ate-Pt and hence rt is the discounted 
costate variable associated with the equation of motion for K. t-Jotice 
al so that p = -w/w and At = rtePt • 

\~e next define an auxiliary variable Pt such that 

or Pt = At - q(1-uz-s) 

and rewrite the Hamiltonian as 

(4.44) H = w[(1-u)f(K)-((1-u)r+a)sqK-HK] + pl 

It should be noted that the Hamiltonian is linear in the control variable 
I and thus the optimal investment pol icy i s given as follO\ts: (i) if 

P < 0, the 1 = 0, (ii) if P = 0, then 0 ( I ( P/q(1-s) and (iii) if 
P > 0, the 1 = P/q(1-s) (see Takayama 1974, p. 690, also Kamien and 
Schwarz 1981, Clark 1976). A control that takes on the extreme values is 
called a bang-bang control and the function p is usually called a 
switching function. The singular case arises when p vanishes identically 
over some time interval of positive length, i.e. Pt = O. The case p = 0 
corresponds to our analysis in chapter II. It s~ould be noted that A is 
the shadow price of installed capital and q(1-uz-s) is the tax-adjusted 
price of new investment goods. When p = 0, the capital stock 
instantaneously jumps to the equilibrium level K* and K* is implicitly 
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determined by the Euler equation (see below). The maximum principle 
implies that the optimal control for our problem must be a combination of 
bang-bang and singular controls. Further characterization of the optimal 
solution will be given below. It should also be noted that when 
uz + s = 1, then the rate of investment is momentarily infinite 
(unbounded) and a jump in K occurs. In the following we shall restrict 
our analysis to the case where uz + s < 1, i.e. the net cost of 

investment is positive. 

We next turn to a more formal treatment of our maximization problem. The 
Lagrangean function of the above maximization problem is (assuming P > 0 
for all t) 

(4.45) L = e-Pt[{l-u)f{K)-{l-uz-s)qI-{l-u)rsqK-söqK] + ~(I-öK) 

+ ~[{l-u)f{K)-{l-uz-s)qI-{l-u)rsqK-söqK] 

where ~t is the non-negative Kuhn - Tucker multiplier associated with the 
-pt profit constraint. Notice that ~t = Pte = PtWt and hence Pt is the 

undiscounted multiplier. 

The necessary conditions for an optimum are as follows: 

(4.46) i) ~ = -w[ {l-u)f' {K)-{l-u)rsq-söq] + ~ö 

- ~[{l-u)f' {K)-{l-u)rsq-söq] 

or using ~ _ Ae-pt ~·Aw 

~ = (p +ö ) A - (l-u) f' (K) + sq ( (l-u) r+ö ) 

-,p[{l-u)f'{K)-{l-u)rsq-sqö] 



125 

ii) it = r - wq(l-uz-s) - Jq(l-uz-s) = ° 
or 

A - q(l-uz-s) - ~q(l-uz-s) = ° 

iii) ~ ) 0; J[P-(l-s)qI] = ° 
The sufficiency results from a theorem by Seierstad and Sydsaeter 
according to which sufficiency follows if the Hamiltonian is concave in K 
and 1 and if the constraint involving state and control variables is , 
quasiconcave in K and 1 (plus the usual continuity and differentiability 
assumptions, see Kamien and Schwarz, 1981, section 15). The concavity 
requirement for H can, however, be relaxed if Arrow's proposition is used 
to establish sufficiency. This states that, if the maximized Hamiltonian 
HO(K,A) = max H(K,I,A) is concave in K for a given A and provided that 

{I} 
the constraint qualification is satisfied, then sufficiency follows (see 
Kamien and Schwarz, section 15). Since, as usual, we assume that 
f"(K) < ° and since, moreover, the profit constraint is linear in 1, the 
conditions of the Arrow theorem hold in our model. 

It should be noted that, whenever P - (l-s)qI > 0, we have ~ = ° and the 
terms involving partial derivatives of the profit constraint in (4.46) 

have no impact. However, whenever the profit constraint is ~ight, choice 
of the control variable 1 is restricted to maintain feasibility. The 
multiplier At gives the marginal valuation of the corresponding state 
variable Kt at t. Note that condition (4.46i) reflects not only the 

direct effect of changes in K on the current reward of the objective 
function and on the state changes through ~ = I-öK but also the effect 
of changes in K on the feasible control region through the profit 

constraint. 

The shadow price of capital can be solved from eq. (4.46i) as 

Therefore, the value at 'time t of a marginal unit of capital is again the 
discounted stream of net marginal profits it generates. Note that the 
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multiplier ~t affects this valuation principle when the profit constraint 
is tight. Since the Hamiltonian is linear in the control variable. 
investment will not be a rising function of the shadow price of capital 
but it is directly determined through the profit constraint. Equation 
(4.47) also implies that the cost of capital reflects the anticipated 
stringency of future financial constraints (see below). 

The necessary condition (4.46;i) implies that the multipliers X and ~ 
are linearly interrelated. i.e. 

(4.48) X = q(l-uz-s)(l+~) 
_ X 

and ~ - q(l-uz-s) - 1 

and hence we can examine the properties of this model either in the 
(X.K) space or in the (~.K) space. Eq. (4.48) implies that i = q(l-uz-s)~, 

and using these values of X and ~ we can form the following differential 
equation system underlying the present model: 

(4.49) i) • = (1 ~ ) [ (p +0 ) _ ( ( 1-u ) f' (K) - sq (l-u ) r - sqO)] 
~ q(1-UZ-S) 

. 
ii) K (l-u)f(K) - (l-u)rsqK - sqoK oK 

q(1-uz-s) -

. 
Denoting K = G(K). the equation for V can be rewritten as 

(4.50) ~ = (l+~)[p-~] 

In the special case where s = u = O. we obtain as a steady state solution 
the well-known myopic rule f'(K*) = q(p+o). Formally. the solution has been 
completely described. We seek four functions of times Kt • Pt' ~t and It • 
jointly satisfying the conditions (4.41i). (4.41ii). (4.46i) and (4.46ii) 
with KO given. The initial value of ~ has not been explicitly defined; it 
must be such that all these conditions can jointly be satisfied. However. 
a good deal more can be said about the structure of the solution. 

In the following we wish to compare the optimal investment policies in 
the financially-unconstrained case (free intervals) and in the 
financially-constrained cas~ (bounded intervals). It should be noted that 
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in the unconstrained case the firm still has a given constant debt ratio 
but it can finance all investment without being constrained by the profit 
constraint, i .e'. 11 = O. In the following analysis, the capital stock as 
well as other relevant variables are occasionally indexed with the 
superscript c in the constrained case whereas no superscript is used in 
the unconstrained case. 

4.4.2.2 Evaluation of the Model 

Using (4.46i) and (4.48), the marginal condition for the constrained 
capital stock can be solved as 

• (1-uz-s)~ 
(4.51) f' (K~) = ~[(P+1'l )(1-uz)ts( (1-u)r-p )-( 1 + ll

t 
t)) 

In the steady state ~ = X = 0, and f'(K*c) is given as 

(4.52) f' (K*c) = ~[(p+o) (1-uz)+s( (1-u) r-p )) 
\.L-Uj 

This result implies that f'(K*c) = f'(K*) and thus even in the profit
constrained case the firm will eventually reach the myopically optimal 
stationary capital stock (singular solution). Since prices are assumed 
constant, the financial constraint can be binding only for a finite time 
period. Therefore, there exists a time point t* such that llt = 0 for'all 
t > t* (see also Clark 1976 and Kamien and Schwarz 1981). 

It can now directly be seen from eq. (4.51) that the optimal decision 
rul~ for the capital accumulation policy is not myopic since the time 
dependent multiplier ll t enter the expression for the user cost of 
capital. Hence the present model produces a dynamic non-singular capital 
adjustment path even though adjustment costs are not strictly convex. The 
reason for the nonmyopic path is the presence of the binding profit 
constraint, implying that the control variable 1 is bounded above by a 
function of the state variable. 

The interesting question concerning this model is the relationship between 
f'(K~) and f'Kt ), i.e. whether in the constrained ease the user eost of 
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capital is larger than, equal to or smaller than what it is in the 

unconstrained case. If ~t > 0, this relationship depends upon the sign of 
~ in eq. (4.51). If A > q(l-uz-s), then the profit constraing is binding 

(p > 0, ~ > 0) the discrepancy At - q(l-uz-s), which keeps the system in 

motion, is eliminated by increasing K. Since the tax-adjusted price of 

investment goods q(l-uz-s) is constant, this discrepancy is eliminated 

only when X < O. Decreasing returns to scale ensure that ~ < 0 and hence 

also ~ < 0 (see eq. 4.48). Since ~ < 0 it follows that 

f'(K~) > f'(K*) = f'(K t ), which implies that K~ < K*. Therefore, in the 

profit-constrained case the capital stock is smaller than the myopically 

optimal capital stock (for a firm identical in all other respects). As 
noted above, in the steady state it holds that K*c = K*. These results, 

however, assume that the profit constraint is already binding initially. 

ln section 4.4.2.3 below we shall consider the anticipatory effect of a 

profit constraint by assuming that this constraint is not initially 

binding. 

The basic feature of the dynamics of the present model is that if KO < K*, 
then the optimal path represents the fastest possible rate of increase in 

the capital stock, i .e. K = l (l-u)(f(K)-rsqK)-(l-uz)öqK]/q(l-uz-s) until 

K* is reached after which K is chosen so as to maintain K* (i.e. K = 0 and 

1* = öK*), (see Clark 1976, Kamien and Schwarz 1981, section 16). The 

essential condition for this most rapid approach path (MRAP) is that the 

objective function of the firm is linear in K, as in the present model. 

It should be noted that K is maximized for any K when dividends are zero 

and the maximum amount of debt is used ·(i.e. B = sqK). The values of the 
controls implied by this model are feasible when it is assumed that 

dividends must be non-negative, i.e. Div ) O. Therefore the MRAP is 

feasible and hence optimal. A firm growing in its market should borrow 

up to the upper limit (if p > (l-u)r) and not issue dividends until the 

sta~ionary optimal capital stock is reached (see also note 18). 

The time path of the constrained capital stock can be presented in 

integral form as follows (see eq. 4.49ii): 

(4.53) 
c t e_ö(t_V)[(l-U)f(K~) - (l-u)rSqK~ - söqK~ 

Kt = b q{l-uz-sl ]dv + Koe-
öt 



At this stage of our study we can summarize the different time paths of 
the capital stock which may occur. Figure 5 illustrates three different 
optimal time paths for the capital stock. 

\ 
FIGURE 5. 
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The first time path for Kt describes the case of a singular solution in 
which the capital stock. instantaneously jumps to the equilibrium level 
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K* (path 1). Time path 111 occurs if the model is nonlinear in the 
control variable, and in this case optimal behaviour is characterized by 
a gradual (asymptotic) approach to K*. Strictly convex adjustment costs 
produce the type III path as in chapter III of this study. The most rapid 
approach path in the case of abinding profit constraint is represented 
by path II, implying tilat the equilibrium value of the capital stock is 
reached gradually but in finite time (if K* is fixed). With respect to 
investment itself, these three models imply radically different dynamic 
behaviour. This question will be discussed next on the basis of the 
present model. 

Along the (K = 0) curve G(K) = 0, implying that (l-u)f(K) - h(K) = 0, 
where h(K) = [(l-u)rs:o(l-Uz)]qK. The (K = 0) curve implicitly defines 
that value of K, say K, which corresponds to K = O. Since dG/dK * 0 at 
K (see below), we find that K is determined from an implicit function, 
K = ~(u,r,s,z,o,q), in the neighbourhood of K. Figure 6 describes the 
above situation. 
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FIGURE 6. 
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It should be noted that the shaded areas EO and El give the cumulative 
change in K, i.e. K is a function of K and the constant parameters of the 

~ 

model. It can be noted that K is positive up to point K. The maximum rate 
of K can be found as follows: 

(4.54) a K _ (l-u)f , - ({l-u) r s + 6 (l-u z )) q 
äK - q(l-uz-s) 

2" 
Furthermore •. g = (l-U)f"/q(l-uZ-s) < 0 and hence the maximum rate of 

aK 
K can be found by setting aK/aK = O. Note that the numerator of the 

partial derivative (4.54) is the derivative of the difference of the two 
functions (l-u)f(K). and h(K) with respect to K. i .e. the derivative of 
the s~aded area (in figure 6) with respec~ to K. The maximum value of K 
(say K) is implicitly defined by (l-u)f'(K) = q[(1-u)rs+6(1-uzl]. Jhe -crucial question is now what is the location of K* as Eompared to K and K. 
Note that at point K it holds that K = 0 and at point K it holds that 

K takes its maximum value (with respect to Kt ). The~answer to this 
question depends on the magnitudes of f'(K*) and f'(K). It can easily be 

~ > 
shown that f'(K) < f'(K*) whenever 
(l-u)rs+6(l-uz) ~ (p+6)(1-uz) + s((l-u)r-p which reduces to uz + s ~ 1. 

~ 

When uz + i < 1, then f'(K) < f'(K*), implying that K* < K. If uz + s = 1, 

then K*·= K and K instantaneously jumps to K* as noted above in section 
4.4.2.1. The case uz + 5 < 1 corresponds to our original assumption and 

\ 
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implies that the net cost of new investment goods is positive (for 1 > 0). 
The conclusion now is that in the present model, where the profit constraint 
is already initially binding, the rate of investment steadily (monotonically) 

increases until K* is reached after which it holds that 1* = öK*. 

We can now compare the investment paths in the three cases illustrated 

in figure 5. In the unconstrained (myopic) case the rate of investment is 

momentarily infinite. This simply implies the acquisition of a block of 
capital goods at some instant of time. In the third case (111), the optimal 

policy for KO < K* is to invest most heavily in the initial periods and 
continually decrease the level of investment as K increases towards K*, 
i .e. i = dI/dt < o. This result, however, follows only when the production 

function is strictly concave (f" < 0). In the case of constant returns to 

scale (f" = 0), the level of investment is independent of K and the 
optimal policy is to maintain a constant rate of investment (see 

chapter 111). In the present model (case II in figure 5) we obtain a 
completely different adjustment pattern as compared to the strictly 

convex adjustment cost model (case 111) since now it holds that dI/dt > 0 
along the optimal solution path. It should, however, be emphasized that 

we have assumed a perfectly competitive output market (i.e. the output 
price p is given) in the above comparison. If the firm faces a downward
sloping demand curve, then a 'large' increase in the output supply may 
reduce the output price and the rate of investment need not necessarily 

increase along the solution path. 

Furthermore, in response to anticipated increases in demand or cost 

conditions, a nonmonotonic reaction pattern of investment may follow with 

strictly convex adjustment costs as observed in chapter 111. A similar 
situation may also arise in the profit-constrained case, as will be shown 

below in section 4.4.2.3 in response to an anticipated profit constraint. 

The comparative static properties of the present model are the same as in 
chapter II (see table 3) because of the same singular (myopic) solution. 

In the profit-constrained case, however, the adjustment path of K is 
dynamic and hence we can present some comparative dynamic properties of 
this model. The following partial derivatives can be obtained directly in 

the case of a strictly binding profit constraint (initially binding): 
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(4.55) ~pI > 0 ~ < 0 ~ < 0 ~ < 0, ~; < 0, ~Zl > 0 ~ < 0 ~ = ? ~ = ? 
a '(lq '(lw '(lr au a '(lp '.<ls "(lu 

Most of these results (signs) are self-explanatory but, the ambiguous 
signs deserve some comments. The effect of a rise in the debt-capital 
ratio s on investment is ambiguous because of two opposing forces. A rise 
in s increases debt service payments (interest plus repayment of debt) 
but on the other hand less investment is left to be financed out of 
internal funds (l-uz-s decreases) so that investment might al so increase 
(per unit of time). It can be shown that allas > 0 if 
f(K)/qK> (l-uz)((l-u)r-s)/(l-u) and hence the effect of a change in s on 
investment depends on the 'average profitability' of the firm as measured 
by the variable f(K)/qK. 

The most i nteresti ng questi on i n the pre.-sent context i s the effect of the 
corporate tax rate U on investment. A rise in the tax rate u decreases 
investment (i.e. aI/au < 0) if f(K)/qK > sr - ozs/(l-s-z) and hence the 
sign of this effect again depends on the 'average profitability' of the 
firm'. If the firm is sufficiently 'profitable', a rise in the tax rate 
results in a downward shift of the optimal ~1RAP path of investment 
corresponding to each given level of the capital stock. It can therefore 
be concluded that the usual neutrality conditions do not hold with 
respect to investment itself, although they still hold with respect, to K* 
(see chapter II). The reason is simply that the firm is now liquidity 
(profit)-constrained and hence a change in the tax rate changes the 
maximum amount of retained earnings which directly determines the rate of 
i nvestment. 

It can be argued in the light of these comparative dynamic results that 
investment incentives (analogous to parameter z, i.e. accelerated 
depreciation) may generally have a stronger impact on the level of 
investment in the case where self-financing is the marginal source of 
finance as opposed to other types of (standard) models in which this 
effect occurs on1y through the user cost variable (i.e. via K*). The 
international literature on the effects of tax factors and investment 
incentives has 1 argely been concentrated on the equil ibrium ca'pital stock 
through the cost of capital variable (see chapter II). An exception is 
the work done mainly by Abel, in which the dynamic,effects of temporary 
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and permanent changes in taxation and incentive parameters are analyzed 
i n a strictly convex adjustment cost investment model (see references in 
chapter III). The model developed in this section allows an alternative 
framework for analyzing the impact of tax and incentive factors on 
investment behaviour by firms. This model produces the 'usual' type of 
steady-state effects and some new types of dynamic results since both the 
cost of capital and cash flow channels are present. In addition, the 

present model may produce new types of anticipatory effects with respect 
to temporary and permanent future changes in policy parameters (see 
section 4.4.2.3 below). It should be mentioned here that the effect of 
the cash flow channelon the timing of investment has long been recognized 
in the empirical investment litrature (see, for example, Coen 1971, 
King 1972, Sarantis 1979 etc., see also chapter V). The present model, 
however, provides a theoretical explanation for the effects of a cash 
flow variable on the dynamic investment pattern. 

4.4.2.3 The Anticipatory Effect of a Profit Constraint 
and Some Extensions of the Model 

We have hitherto analyzed the optimal investment policy on the assumption 
that the profit constraint is already binding initially (i.e. 
A > q(1-uz-s). If prices are constant, then, as shown above, the firm 
will gradually accumulate capital with in the limits delineated by 
i nterna 11y-generated funds until the myopi ca 11y optirna 1 capita 1 stock K* 
is reached. A situation in which a financial constraint already exists 
initially may arise when the initial capital stock is below the 
unconstrained optimal capital stock and the maximum (feasible) rate of 
investment does not instantaneously eliminate the gap (K* - Ko)' Another 
example of financially constrained periods starting at t = 0 occurs if 
the initial capital stockis the unconstrained (myopic) capital stock, 
but the rate of growth of the myopically optimal capital stock is greater 
than the feasible rate of growth for the financially constrained firm 
(over the same intervals). 

We shall next consider a situation where the firm thinks that it will 
have profitable investment opportunities in the future. all of which it 
will not'be able to finance through borrowing (with a given debt ratio). 
In such a situation the firm might plan to cut its dividend payments in 
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the 'short-run' in order to finance all profitable investment outlays. In 
an extreme case, the firm is faced with a situation in which investment 
will be bounded in the future by available maximum retained earnings. It 

is next assumed that the firm anticipates that it will experience a finite 
profit-constrained (bounded) time period in the future when pursuing its 

optimal investment policy in a perfect certainty framework. 

By Pontryagin's theorem, Åt , and hence Pt is a continuous function of time 
(this also holds for the discounted variables Xt and Pt , see also Appelbaum 

and Harris 1978). Therefore, in a time interval wher: Pt ~ 0 it must be 
so that Pt = o. Generally, we have that Pt = ~t and Pt = X -q(l-uz-s)~, 
(see eq. 4.43). In a financially-constrained time period p > 0 and 

1 = P/q(l-s). Since Pt = Åt - q(l-uz-s) = q(l-uz-s)Pt and assuming 
that uz+s < 1, we hence get that Pt > 0 (and Pt > 0) in a constrained 
time period. We assume now that the firm faces a finite financially

constrained period [ta' t 1] when planning its optimal investment policy 
and that t o > 0, i.e. the bound on investment is not binding initially. 
Since Pt is a continuous function of time (for t > 0), it mus~ start and 

finish in a free (unconstrained) internal dnd hence Pt Pt = O. We now 
o 1 obtain 

(4.S6) 

with sirict equality when t = t 1• The non-negativity in (4.56) follows 
since Pt = 0 and Pt ) () for tE(to' t 1), (note that the technique used 
here is °the same as in Nickell 1974 and Appelbaum and Harris 1978). This 

inequality can be used to examine the effect of an anticipated profit 

constraint on a firm's capital accumulation. 

We noted above that ~ = ~ - q(l-uz-s)~ and using eqs. (4.46i) and (4.46ii) 

we get 



(4.57) ~ = w[q(p+o)(1-uz)+sq((1-u)r-p)-(1-u)f'(Kc)] 

- ii[ (1-u) f' (Kc) -q( (1-u) rs+o (1-uz) )] 

or 

~ = w {[ (1-u ) f ' (K) - (l-u) f ' (K c)] 

- ~[(1-u)f'(Kc)-q((1-u)rs+o(1-uz))]} 

. 
Substituting p into eq. (4.56) gives 

t 
( 4.58) J e -P v [ (1-u ) f ' (K v) - (1-u )f' (K ~)] dv " 

ta 

t 
J -pV 

e ~v 
ta 

[(1-u)f'(K~)-q((1-u)rs+o(1-uz))JdV 
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t t v 
It should be noted that J e-Pv(l-u)f'(K )dv = J e-P cvdv is the present , v 

ta ta 
discounted value of the after-tax user cost of capital (when (1-u)f' = c) 

t 
and J e-Pv (1_u)f'(Kc) dv is the present discounted value ofthe after-tax 

t v 
a 

revenue produced by a marginal unit of capital in the constrained case. 

When t = t 1, these two present values are equal., 

The right-hand side (RHS) integral in (4.5R) is the~numerator of aK/aK 
(see eq. 4.54), which changes its sign at some K = K. When the RHS integral 
in (4.58) is positive, it follows that f'(Kc ) < f'(K) for at least some 

tE(to' t 1) and hence K~ > Kt • Therefore during financially-constrained 
periods it does not generally hold that a firm with constrained investment 

plans has a lower capital stock relative to a firm which operates without 

the constraint. 

This result can be interpreted to mean that if'the firm has 'very' 
profitable investment opportunities (i.e. f' is large), then it might try 

to 'overinvest' initially in order to overcome the problem of a financial 

constraint at some later date. 1f, however, the financial constraint is 
already binding initially, then, as shown previously, f'(K~) > f'(K t ) 
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and the constrained capital stock is less than the myopically optimal 
capital stock except at the steady state in which f'(Kc ) = f'(K*). It can 
be noted that the more accelerated is the tax depreciation system (i.e. z 
is 'large'), the greater will be the positive value of the RHS. Accelerated 
depreciation rules increase the likelihood that f'(K~) < f'(K t ). In sum, 
the present model shows that if the firm has very profitable investment 
opportunities and if the tax depreciation scheme is 'liberal', the firm 
can try to mitigate the impending future financial constraint by 
initially investing rnore than in thelmyopic case. By investing more the 
firm increases internal finance (and interest-free tax credits). In the 
special case of the Appelbaum and Harris model (6 = u = s = 0), the RHS 
in (4.58) is always positive since ~ > 0 and f'(Kc ) > o. 

Arrow and Kurz (1971, proposition 12) give some indication of when juwps 
may or may not occur in a state variable. If the maximized Hamiltonian is 
strictly concave in K for a given A, then a jump can never be optimal, 
except possibly at the initial time point (t = 0). The only conditions 

that must be satisfied across the jump are that Pt is continuous and 
Pt = 0 at the jump point (see also Nickell, 1974). Hence in our model it 
seems to be the case that the capital stock must jump initially 
(at t = 0) to higher level (investment is momentarily infinite) in order 
that K~ > Kt at some point in the interval (to' t 1). 

In this model frar.lework', the firm is willing to build up its capital 

stock in response to an anticipated findncial constraint since it can 
either distribute earnings as dividends or purchase new capital. 
Purchasing new capital increas~s.current and future profits and thus 
reduces the stringency of future financial constraints. The expectations 
of future financial constraints mean a smaller capital stock and 
therefore higher marginal productivity of capital in the future, which 

~ 

tends to make eapital more valuable now. 

We shall finally eonsider in this section two possible extensions of the 
profit-eonstrained investrnent model whieh are related to the 
irreversibility assumption and to strictly convex adjustment eosts. If 
our model were made more explicit by specifying the production funetion, 
dernand conditions and time rates of prices, we could solve explieitly 
the time paths of At and the eost.of investment goods (i.e. qt(l-uz-s) 
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and hence also consider the conditions under which At ~ qt(l-uz-s) 
or equivalently Pt ~ O. 1n such a case it might also be useful to make 
the irreversibility assumption, especially if demand for the firm's products 
may decline over certain time periods (see also Nickell 1974). Investment 
would then be constrained according to 0 ( It ( Pt /qt(l-s). The 
critical question would now be when investment follows the lower limit 
(1 = 0), the upper bound (1 = P/q(l-s)), or when there might occur 
jumps in the capital stock. The answer to this problem would depend on 
the parameters and variables of the model. 1n this context the analysis 
of the 'optimal' timing of switching points is crucial. 1t is also possible 
that the switching"points between the blocked and free intervals are 
affected by future financial constraints (see also Schworm 1980). 

We have hitherto assumed that adjustment costs are linear (i.e. the price 
of investment goods is given to a firm). A second possible extension of 
the financially bounded investment model is to assume that there are 
strictly convex adjustment costs, i.e. increasing marginal costs of 
investment. 1n this case, there is no myopic investment rule that 
characterizes investment behaviour and current investment decisions are 
influenced by the anticipation of future financial constraints. 1n that 
model there cannot occur jumps in the capital stock and investment 
accumulation is hence more 'smoothly' determined than in the present 
model. Very recently, d'Autume and 11ichel (1985) have shown in an 
adjustment cost investment model that the effects of an anticipation of a 
future exogenous investment constraint (i.e. 1 ( I for some"future t) 
depend on both the returns to scale assumption and the form of the 
adjustmentcost function. In our profit constrained model, the future 
financial constraint implies a tendency to make anticipating purchases of 
capital goods only in the case of decreasing returns to scale. In the 
case of constant returns to scale and therefore in the absence of an 
optimal scale of the firm, there is no need for the firm to compensate 
in advance for the future deficit in investment spending. 

4.5 Conclusions of Chapter IV 

In this chapter we have analyzed further the effects of various types of 
capital market imperfections on the firm's investment behaviour. The 
results of the present chapter clearly indicate that investment behaviour 
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is quite sensitive to the characteristics of financial market 
imperfections and the resulting financial constraints. More specifically, 
the conditions of the capital market influence bot,h the long-run demand 
for capital and the dynamics of investment. 

The results of section 4.2 indicate. that the properties of the rising 
interest cost function affect both the demand for capital and the optimal 
debt-equity ratio. Faced with a rising supply of borrowing curve, the 
firm iS, however, able to choose its optimal financial policy. The firm 
chooses a minimum cost of capital and uses this to find the optimal 
investment strategy. 1n this context, investment and financing decisions 
are separated (recursive). 1t was also noted that the rate of adjustment 
to the equilibrium level of the capital stock is faster in the case of a 
capital market imperfection (rising interest rate) than in the case of a 
perfect market. The standard neutrality conditions of the corporate tax 
system hold in this framework with respect to the steady-state demand for 
capital and with respect to the dynamic path of investment. In section 
4.3 new equity issues as a method of finance were incorporated in a 
simple way in the preceding model. 

1n section 4.4 two types of a financial constraints were examined. 1n the 
first case the firm is assumed to face abinding dividend constraint, 
which implies a borrowing constraint. 1t was shown that the firm will 
make maximum use of borrowing. 1n the second case the firm is assumed to 
face a given (constant) debt ratio and the profit constraint sets an 
upper bound on investment. 1n a financially-constrained interval, the 
firm's borrowing decisions interact with investment decisions. The role 
of profits is important for investment decisions in this context. The 
investment decision is non-myopic although adjustment costs are linear. 
This model gives one theoretical explanation for the existence of the 
cash flow impact on investment.often assumed in empirical investrnent 
studies (see chapter V). 1n ·the profit-constrained case, the capital 
stock is usually lower than the myopically optimal capital stock. However, 
anticipation of a future profit-constrained interval can cause the firm 
to increase its capital stock above the unconstrained level. By investing 
more initially, the firm can try to mitigate the impending future 
constraints, since acquiring capital increases profits (and interest-free 
tax credits). The standard neutrality results of the corporate tax system 



hold in the profit-constrained case wi-th respect to the equilibrium 
capital stock but they do not hold with respect to the dynamic path of 
investment. It was shown that for 'profitable' firms a rise in the tax 

rate decreases the level of investment while for 'low profitability' 
• 

firms the reverse is true. Generally, the impact of tax and-incentive 

parameters on investment depends upon the average profitability of the 

firm. 
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tlotes to Chapter IV 

1. In this study we derive optimal investment policy for a firm which is 
maximizing its market value (wealth maximization or share price 
maximization) in a world of perfect certainty. In this framework the 
dividend decision (payout ratio) is given only implicitly by the 
outcome of the joint determinationof both the investment and 
financial decisions (exogenous as in B = sqK or endogenous when 
r = r(B/E)) implied by the maximization of the firm's objective 
function. Maximization of the ~arket value can yield both an optimal 
investment rule and an optimal financial structure (when r = r(B/E)), 
but it leaves only a passive residual role for dividend policy 
(see also King 1977, chapter 6). Even when taxes (personal and 
corporate) are included, this model does not produce an interior 
'optimal' payout ratio but instead yields only extrer~e values. For 
example, if debt were the cheapest source of finance, then this model 
would predict that the payout ratio is unity (i.e. all retained 
earnings are distributed), and if retained earnings were the cheapest 
source of finance, then the payout ratio would be between zero and 
unity (zero if retentions are inadequate to finance the optimal 
amount of investment), see also notes 12 and 13. 

2. For a discussion of the firm's objective function in a world of 
uncertainty, see King (1977). If the rate of interest is assumed to 
be a function of leverage, then the firms and lenders are basically 
treated in an asymmetrical way. The firms act under subjective 
certa i nty about the future, \'Ihereas the 1 enders face a probabil i ty 
distribution of the firm's default risk (see King 1977, Englund 1979). 

3. Auerbach and King (1982) derive an equilibrium relationship between 
the interest rate and the debt-equity ratio from an explicit model of 
individual optimizing behaviour. This relationship is complex and 
highly nonlinear. Their model also throws some light on the 
determinants of the debt-equity ratio in a world of uncertainty. 

4. Al~ernatively, it could be assumed that the rate of interest is a 
positive constant for 'low' values of the debt-equity ratio (i.e. 
riskfree interest rate), and that it rises only after some level of 
e. The impact of a rising interest cost function on the firm's 
financial and investment policy has previously been considered by, 
e.g. Hochman, Hochman and Razin (1973), Inselbag (1973), 
Ylä-Liedenpohja (1976, 1983), Eriksson (1980), Englund (1979) and 
Steigum (1983). The main difference between our approach and the 
others is that we explicitly consider the impact of a marginal 
interest rate on the speed of adjustment in an adjustment cost 
frarnework whereas the others do not. The approach of Steigum (1983) 
is most closely related to ours but he assumes utility maximizing 
behaviour on the part of the firm whereas we use an adjustment cost 
model \'Iith present va1ue maximization of profits. Steigum a1so 
ignores corporate tax factors. 

5. Denote y = y(qK~B) = r(e)B. The convexity and 1inear homogeneity of 
function y with respect to K and B fo11ows since 



It should be noted that y is not strictly convex and that convexity 
follows even though r"{e) = O. 

F~rthermore, ~~ = r'B ~~ = _r'e2 < 0 and 

ii = r'B ~~ + r = r + r'e{l+e) > 0 
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6. In (4.14) it is assumed that new equity issues are deductible in 
assessing capital gains taxes, i.e. V - S is the taxable'capital 
gain. In practice, accrued capital gains are usually taxed only at 
the time of realization. However, a deferred capital gains tax 
imposed only at the time of realization can always be transformed to 
an equivalent tax on the accruals basis if the holding period is 
known (see e.g. Bailey 1969, Bergström and Södersten 1982). 

7. Taking the derivative of Vt with respect to time gives 

~~ = iVt - [(l-m)Divt -St -,(Vt -St )] 

Rearranging gives 

dV = ___ i ___ V _ 1 - m Div + St 
at 1-, t ~ t 

From the solution of this differential equation, (4.17) can be 
obtained at time zero. 

8. A two-rate system has existed in Finland since the end of the 1960s 
(see Appendix 111). It should be noted that·the basic characteristics 
of our analysis in chapters II and 111 would not change if the 
assumption of a classical one-rate tax system were replaced by the 
two-rate system. 

9. In order to examine the firm's choice of financial policy, King 
(1977) suggests a pairwise comparison method. This means that we 
should compare in pairs the three alternative methods of financing 
open to the firma Our model in section (4.3) can be thought to 
correspond to the case where the firm has a given borrmJing pol icy 
since e = e*. The optimal financing decision is then the followlng: 
(i) if e + , > 1, investment is financed only by new equity issues 
and all net profits are paid out as dividends, (ii)lif e + , < 1, 
investment is financed from retained earnings and surplus retentions 
are distributed. 

The finn is indifferent ~Iith respect to the method of financing only 
when e + , = 1. In both cases i) and ii) the typical problem of a 
certainty model with differential taxes arises, i.e. that the firm 
should go further and use the cheapest financing method in order to 
finance only higher dividends. Hence constraints are needed to 
prevent an infinite 'tax arbitrage'. For example, in the first case 
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i) new share issues whose only purpose is to finance dividends in 
excess of current net profits might be made illegal. ln the second 
case ii) this problem arises since it is profitable to convert all 
dividends into capital gains, and hence repurchasing of shares could 
occur. Thus the constraint in this case would be that the repurchase 
of own shares is prohibited by law. The typical Finnish parameter 
values are: e is between 0.7 and 0.8 (see Appendix 111) and T is 
close to zero. Hence it can be concluded that e + T < 1, which 
implies that new equity issues should not be used. 

The second comparison is between the two forms of external finance, 
i.e. borrowing and issuing new shares. For any given level of 
retentions, the alternative financial policies are: (i) if 1 - m < eE, 
1 nvestment i s fi nanced by i ssui ng new shares and (i i) i f 1 - m > eE, 
investment is financed by borrowing. ln these inequalities E is 
defined as E = l-u if interest payments are deductible, and E = 1 if 
interest payments are not deductible. ln the Finnish case, the 
approximate parameter values are: m is between 0.5 and 0.6, e is 
between 0.7 and 0.8 and 1 - u = 0.4 (see also Appendix 111). Hence 
the second (ii) inequality is likely to hold and borrowing is the 
'optimal' financial policy (given the level of retentions). 

The final comparison is between financing investment by retentions or 
by borrowing for a given level of new share issues (which for 
simplicity we assume to be zero). The alternative financial policies 
are: (i) if 1 - m > (I-T)E, investment is financed by borrowing, and 
(ii) if 1 - m < (I-T)E, investment is financed by retained profits. 

In the first case, without any constraints, it would be optimal to 
borrow not only to finance investment but also to pay out higher 
dividends. The usual constraint to prevent this is to assume that 
dividends cannot exceed current net accounting profits (see also 
section 4.4.1). In the second case, there is an incentive to use 
retentions to accumulate financial assets (after financing investment 
and redeeming debt). The restrictions usually assumed are that the 
level of debt must be non-negative and retentions cannot be increased 
by paying negative dividends. The typical Finnish parameter values do 
not in this case give a clear ranking bet\~een borrowing and retention 
policies. If the marginal income tax rate m is 'low', then the 
borrowing policy would be optimal but, if m is 'high', then the 
retention pol icy i s optimal. ln sum, we can say that in the Fi nni sh 
case the interest deductibility provision means that debt will always 
be preferred to new share issues. The preferred order between 
borrowing and retentions depends critically on the value of the 
personal income tax rate. 

10. Poterba and Summers (1983) in considering the effects of dividend 
taxes on the cost of capital and investment in a Tobin's "q" 
framework also assume that the debt-capital ratio is constant. 

11. The traditional view treats dividend taxes as additional taxes on 
corporate profits (double taxation view). This view suggests that the 
relevant tax burden for firms considering marginal investment is the 
total tax levied on investment returns at both the firm and the 
personallevel. Dividend tax reductions both raise the share value 
and provide incentives for investment. Managerial signalling is 
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usually thought to provide one rationale for dividend payments. If 
the debt-capital ratio is a given constant, then the marginal source 
of funds is new equity finance (see e.q. Poterba and Summers, 1983). 

12. A basic feature of the tax capitalization view is that the firm 
should not operate on both the dividend and share issue margins 
simultaneously (see Auerbach, 1983). Hence the timing of new issues 
and dividend payments is a critical point in this view. This view is 
usually assumed to operate so that the marginal source of funds is 
future retained earnings and the firm uses only new issues initially 
and pays dividends in the future. Since we assume in section 4.3 that 
the firm acquires a constant flow of new equity capital, then the I 

cost of equity will depend on the dividend tax rate m unless e = 1 
(i.e. m = T which corresponds to the tax irrelevance view). However, 
the implication of our model (eq. 4.2~) is that if current net 
profi ts are 1 arger than desi red i nvestr~ent then the fi rm pays 
dividends at the same time as it uses new equity capital. Our 
approach may be defended on the grounds that in the real world firms 
u sua lly beha ve i n the way i mp 1 i ed by our mode 1 • 

13. It should be noted that a weighted average cost of capital is 
relevant only when firms are constrained in their use of debt or 
equity or uncertainty is present (see chapter II and section 4.2). 
However, there need not be a simple marginal source of finance for an 
aggregate of firms. Different firms may face different financial 
margins and thus in aggregate investment analysis the weighted 
average approach may be appropriate (see also Miller 1977 and 
Auerbach and King 1982). 

14. In Boadway and Bruce (1979), KH and K are defined as 

(i) -at t 
KH,Oe + f 

v=O 

K -ot + ft -0 (t-v)d oe Ive v 
v=o 

. . 
Differentiating (i) and (ii) gives 1 = K + oK = KH + aKH, which gives 

the following dividend expression: . . 
Div = (l-u)f(K) - q(KH+(I-u)aKH) - (l-u)rB + B when using our 

notation. In our case the equivalent formula is . . 
Div = (l-u)f(K) - qK - qoK + uaKH - (l-u)rB + B 

15. Eq. (4.30) implies that Bt .;; "KH,t + Bo' where Bo is some arbitrary 

constant. The value of Bo does not affect the neces5ary conditions and 

50 it can be a55umed to be zero (without 10s5 of generality). Hence 
initially the debt-capital ratio i5 zero (if KH,O > 0 and K > 0). If 

a > 0 , then B .;; KH for all t implies that B/qK = 5 < 1 for all t. 
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Alworth (1979) suggests a different constraint on the maximum amount 
of borrowing, i.e. B ( K, where K is the 'tax adjusted' value of the 
capital stock defined as K = qK - c(qK - Kfl)' where c is the tax rate. 
The value of the firm is reduced by the amount of tax which a firm 
would have to pay if it were to liquidate its assets. The contingent 
tax liability due to accelerated depreciation (deferred taxes) is 
treated as a substitute for debt finance. In this model it also holds 
that B/qK = s < 1. Auerbach (1983) assumes that the upper bound on 
debt financing is the market value of the firm. If "q" = 1 at 
equilibrium then B , qK. If, however, "q" < 1, then B < qK. When 

personal taxes are taken into account then "q" = i-m < 1 and B < qK 
even at the equilibrium (see also section 4.3). -T 

16. The conditions in (4.33) are also sufficient since the Hamiltonian 
and the dividend constraint are both concave in the state and control 
variables. Alternatively, it can bS stated that sufficiency results 
since the maximized Hamiltonian H is concave in state variables and 
the requirement of constraint qualification is satisfied (see Kamien 
and Schwarz 1981, p 209). The transversality conditions are discussed 
in section 4.4.1. 

17. In section 4.3 (see note 9) it was argued that borrowing is the most 
profitable method of finance, internal finance is next and new equity 
issues is the least profitable. This ranking of financial ~ethods 
supports our assumption made in section 4.4.2. If debt financing is 
given ('optimal'), then the marginal source of finance is 
self-financing given the usual tax parameters. However, a constant 
stream of new equity could be assumed in the present model as in 
section 4.3 without affeeting the basie qualitative eharacter of the 
results in section 4.4.2. It is interesting to notice that the 
permdnent use of new issues implies, aeeording to the 'tax 
capitalization' view, that dividends should be zero for all t (see 
note 12). See also note 18. 

18. The assumptions made in seetion 4.4.2 imply the following fedtures of 
the firm's behaviour. If the firm is using maximum retained earnings 
to finance investment, its dividend payments are zero. If eontinuous 
positive dividend payments were required, the model eould be 
formulated so that investment eannot exeeed a given proportion (a) of 
maximum retained earnings, i.e. 1 ( aP/q(l-s), where 0 < a < 1. This 
assumption would not alter the basie qualitative implications of the 
model in seetion 4.4.2. Essentially, it is assumed in the present 
model that the shareholders are willing to forego dividends if the 
firm requires all internal funds to finance optimal investment. This 
kind of a behaviour ean follow if the firm can retain all net profits 
at no eost to the shareholders. Retained earnings provide the firm 
with a method of 'borrowing' additional funds from shareholders. 
Rather than issuing new equity, the firm retains earnings and causes 
existing equity to appreeiate. The implieation is that the firm's 
possibility to 'borrow' in this way may mitigate the effect of the 
inability to issue additional debt or new equity. The assumptions made 
also imply that the timing of dividend payments does not matter to the 
shareholders and that the firm would start to pay dividends only after 
reaching the optimal stationary steady state K* (see also Spence and 
Starrett, 1975, p. 402). However, if the shareholders can borrow only 
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in an imperfect capital market, then the timing of dividends might 
matter. Hence a natural implicit assumption would be that 
shareholders have access to a perfect capital market so that they are 
indifferent between income streams with the same present value. 
Furthermore, if personal tax parameters were incorporated in our, 
model (as in section 4.3), and if the capital gains tax rate (T) is 
lower than the dividend tax rate (m), the behaviour implied by our 
model would be a natural outcome, i.e. shareholders would prefer 
capital gains over dividend payments (see also Auerbach 1983). In 
sum it can be stated that there exist various circumstances in which 
the 'optimal' behaviour from the viewpoint of both the firm and the 
shareholders might be consistent with the model presented in 
section 4.4.2. 

19. Assuming that the firm finances a constant fraction s of its net 
investments by borrowing, the upper bound on net investment is then 
(l-s)q(I-åK).;;; f(K) - rB - 6qK - T 

which implies that the portion of the firm's net investments not 
financed by borrowing must not exceed the firm's profits, net of 
interest payments, depreciation and taxes •. This inequality can be 
transformed into (l-s)qI .;;; f(K) - rB - T - sqåK 

which is equal to (4.40) in section 4.4.2.1. 

20. It is worth emphasizing here that in a strict1y convex adjustment 
cost mode1 or in a profit-constrained mode1 the basic features of the 

investment dynamics (i.e. whether ~ > 0, ~ < 0, 1 = constant or 1 

'1s genera11y non1inear) a10ng the optimal solution path do not 
u sua lly depend on the tax or i ncenti ve parameters but on the forms of 
production and demand conditions the firms are faced with. The tax 
and incentive parameters on1y change in a downward (or upward) shift 
manner the otherwise determined general dynamic path of investment 
outlays. An exception is when the tax para~eters, joint1y with the 
debt-ratio, receive a special value (uz+s = 1, for instance) which 
alters a slo\'l adjustment pattern to an immediate jump in the capital 
stock (in the absence of delivery lags, irreversibility etc.). ' 



PART 2 

EMPIRICAL ANALYSIS OF THE INVESn1ENT BEHAVIOUR OF FINNISH FIRMS 

CHAPTER V 

SPECIFICATION OF THE EMPIRICAL INVESTMENT EQUATIONS 

5.1 From Theory to Testing 

Back in chapter II we started with a simple neoclassical model of 
investment in which the capital stock can be freely and instantaneously 
adjusted at each point in time. In this framework the optimal capital 
stoek is determined independently of itspast history and its future 
prospeets. Even in this abstraet environment, however, it was possible to 
eonsider the effeets af an exogenous debt-eapital ratio, basic corporate 
tax faetors and an expected rate of inflation on the user eost of eapital 
serviees and, through it, on the steady-state demand for eapital. Various 
formulas for the user eost were derived in ehapter II. 

In chapter 111 the dynamics of investment deeisions was eonsidered in an 
adjustment eost model. In this framework it ;s possible to demonstrate 
that a variant of the eonventional Koyek "partial adjustment" specifiea
tion ean be interpreted as a linear approximation to the optimal eapital 
aecumulation path of the eapital stoek. This is a general result of the, 
nowadays, well-established adjustment eost literature. A particularly 
important feature of this literature is that the derived partial adjust
ment eoeffieient is endogenous and variable, rather than exogenous and 
fixed, as is the case with the simple Koyek model. In ehapter III it was 
shown that the speed of adjustment is rather sensitive with respect to 
both the demand eonditions and the praperties af the produetion funetion. 
A seeond notieeable feature of the adjustment eost model is that the firm 
must look to the future when making eurrent investment deeisions, a 
result far more in aecord with reality than the myopie investment rules 
whieh result from a model without adjustment eosts. In ehapter 111 the 
effeets of an expeeted (temporary or permanent) inerease in demand on the 
dynamie investment path were also formally derived. 

In chapter IV we eonsidered various forms of capital market imperfee
tions, espeeially with respect to the dynamic behaviour of investment. 
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The main part of the discussion was devoted to two types of imperfections: 
First, a non-linear cost of capital schedule (marginaT interest rate) and, 
second, temporary or permanent credit rationing (profit constrained model). 
The general outcome was that the presence of botl! types of imperfections 
in the financial market affects not only the long-run demand for capital 
but also the timing of investment expenditures. In addition, it was noted 
that the partial adjustment coefficient, and the dynamics of investment 
in general, is rather sensitive to the specification of the financial 
market. 

These, briefly, were the main issues covered in the foregoing theoretical 
discussion. It has, of necessity, been somewhat selective and there are 
aspects of the firm's investment policy which have been omitted (e.g. 
uncertainty, aggregation problems, interrelated features of factor 
demands and other assets of the firm).1 The aim of the present chapter is 
to analyze empirically the investment be~aviour of Finnish non-financial 
firms on the basis of this theoretical discussion. Both annual and 
quarterly aggregate data for the period 1963 - 1980 will be used. 

There are three rather general questions \'1hich we shall attempt to answer 
by applying econometric methods to this data: First, what are the factors 
determining the long-run demand for capital? Second, what is the process 
by which investment expenditures are undertaken to rnove the actual 
capital stock towards its desired level? Third, what specifically can be 
said about the role and impact of different financial variables on 
capital accumulation? 

The empirical analysis devoted to these questions is carried out in the 
neoclassical framework as described in the theoretical discussion. It can 
be argued that this frame of reference strongly restricts the analysis to 
some rather rigorous and well-specified hypothesis testing of the 

-
determinants of the investment behaviour of Finnish corporations. Some 
more eclectic approaches would certainly place the business investment 
decision in a context of many different motives and reasons for desiring, 
and constraints on acquiring, new productive capacity, and they would 
cast doubt on the explicit nature of the neoclassical model. These 
alternative approaches to the empirical examination of investment 
behaviour are, however, beyond the scope of this study.2 It will also be 
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seen from the subsequent analysis that the neoclassical framework is not 

a uniform model; rather, a researcher has many avenues to choose from in 
the empirical testing of the general neoclassical hypothesis. 

Many important issues are related to the econometric application of an 

investment equation. These can be classified into three groups: First, 
the specification of the final reduced-form equation which is to be 

estimated and which forms the basis for hypothesis testing. Second, the 
stochastic specification of the equation and the choice of estimation 

method. Third, hypothesis testing with respect to the underlying 
maintained hypothesis of the derived model. Furthermore, a general issue 

in applied econometrics concerns the question as to what to estimate and 
what to assume. A distinctive feature of recent econometric studies of 

investment is that explicit theory has, to quite a large extent, been 
used to place constraints on the structure and functional form of the 

estimating model. The most well-known examples of this are the studies by 

Jorgenson and his collaborators. In their work, output and relative 

prices play a specific pre-ordained role, which is based on a number of 
simplifying assumptions. It can, however, be argued that the more prior 

assumptions there are, the less is left to be estimated (see, e.g., 
Helliwell 1976, Nickell 1978). If the prior information is correct, its 

use in the form of parameter restrictions will increase the precision of 

estimation. On the other hand, if the additional restrictions used are 
incorrect then the resulting equation may be less accurate in terms of 
accuracy of estimation. 

In our empirical investigation-we shall use a more flexible approach than 

in the Jorgensonian-type studies. In the context of the three general 
questions posed above for this empirical study, we shall analyze the 

following more specific questions relating to the' investment behaviour of 

Finnish firms: 

i) What is the relative significance of accelerator (output or 

demand) and factor price (wage rate and user cost) variables as 
determi nants of i nvestment? 
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ii) Do the effects of the wage rate and the user cost on investment 
behaviour differ from each other? 

ii i) How do different theoretical measures of the user cost perform 
in an empirical investment model? 

iv) Do cash flow or credit rationing considerations affect invest
ment and, if they do, in what form? 

v) How do different kinds of expectations formation hypotheses with 

respect to exogenous factors perform in investment equations? 

The outline of chapter V is as follows: In section 5.2 the general 
dynamic formulation of an adjustment-cost-based investment equation is 
considered. In section 5.3 we discuss explicit formulas for the desired 
capital stock by parametrizing the product and demand functions that were 
dealt with in implicit function form previously. In section 5.4 the role of 
financial factors and especially that of cash flow is discussed. Section 
5.5 presents the equations ta be estimated. 

5.2 The Dynamics of Investment Behaviour 

Virtually all empirical studies of investment make use of some sort of 
distributed lag between the changes in the determinants of investment and 
actual investment. However, there exists such a vast array of possible 
1 ag structures for an investment equation that it i s sometimes very 
difficult to see the wood for the trees. The distributed lag structure of 
an empirical investment model is usually thought to describe.many of the 

underlying reasons for the rather sluggish and hesitant behaviour 
commonly observed when it comes to decisions concerning investment in 
fixed capital. At the theoretical level, a fairly common practice is to 
try to separate lags that arise from the physical time structure of the 

investment process from other lags which may arise because of, for 
example. expectations and adjustment costs. 

The lag between the time when the firm is faced with a situation in which 
it requires an increase in its capital stock and the time of the actual 
investment expenditure may be divided into many different components 
(see, e.g., Lund 1971, Jorgenson 1971, Rowley and Trivedi, 1975 and 
Nickell, 1978). The following list is an example of possibpe components: 
(i) Information lags: the time between changes in the determinants of 

~ -----
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investment and the firm's knowledge of this. (ii) Decision-making lags: 
the time taken to draft plans, arrange finance and place orders for new 
capital goods. (iii) Delivery lag: the time betwee~ the placing of orders 
and the construction of the final product plus bringing it into operation. 

1 n order to analyze hOl'l thi s very compl ex process affects the structure 
of investment equations, fairly disaggregated and detailed data would 
be required (possibly even at company level). The majority of empirical 
studies do not go into this problem in very explicit detail, although 
it poses serious questions for empirical work in this area. The studies 
by Jorgenson (1967) and Chang and Holt (1973) are among the few which try 
to tackle these questions empirically. In a recent empirical study by 
Schiantarelli (1983) it is assumed that delivery lags are fixed but that 
they differ across groups of fi rms. Thi s assumpti on 1 eads to an i nvestment 
specification where an attempt is made to capture the spread of delivery 
lags by the inclusion of lagged values of the dependent variable on the 
right-hand side of the estimating equation. There are. however, various 
other reasons (dynamics, expectations) for the addition of lagged values 
of the dependent variable and hence we do not explicitly make a similar 
assumption in our models. 

In addition to these 'technical aspects' of the investment process there 
is always the question of the role of expectations-generated lags. Most 
investment studies assume, either implicitly or explicitly, the existence 
of some form of increasing marginal (strictly convex) costs of adjustment. 
By making an assumption of this type, the actual capital stock which the 
firm thinks at time t that it would like to possess at some future period 
is made dependent on existing levels of capital stock (see IHckell, 1978, 
chapter 11). Futhermore, as our theoretical di scussion has shown, a 
determinate (optimal) rate of investment can be derived in the adjustment 
eost framework. In this framework, investment is proportional to the gap 
between the desired (K*) and the existing (Kt ) stock of capital and hence 
this model describes the familiar flexible accelerator hypothesis: 3 

(5.1) In = A (K*-K ) 
t t 



which i s a conti nuous time presentati on (I n = K). The adJustment coef
ficient A is the stable root of the characteristic equation of the ' 
underlying linear differential equation system (see chapter 111 and 
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note 3 of this chapter; notice also that A was used as a symbol for the 
shadow price of capital in chapters II - IV). The model of the firm from 
which equation (5.1) is obtained consists of a non-linear objective 
function incorporating an adjustment cost function as well as production 
and demand function relationships (see chapters II! and IV). 

Equation (5.1) will, however, follow only when ,some rather simplifying 
hypotheses concerning expectations about the relevant (exogenous) 
variables are made. The assumption usually made is that expectations are 
fixed at some level for all future (stationary or static) expectations. 
Alternatively, it could be assumed that, for example, faetor and product 
prices are expected to increase at a constant exponential rate. This rate 
can then be factored out of the objective function and combined with the 
nominal discount rate to transform'it into a real discount rate. In this 
latter case the result is a static expectations assumption concerning 
relative prices. 

These simplistic expectations mechanisms have the convenient property of 
transforming the problem of the firm into one of adjustment towards a 
fixed equilibrium position of target capital. In reality, of course, the 
supposedly fixed target may in fact be moving as prices and demand change 
over time, but optimization is undertaken by the firm as if it were moving 
at each point of time towards a fixed target (see also Nerlove, 1972). 

Three basic aspects of the adjustment cost rationalization of the 
flexible accelerator mechanism are: (1) the adjustment coefficient 
generated by these models is generally dependent on exogenous variables, 
(2) the local character of the basic model, and (3) forward looking 
expectations are relevant for current investment decisions. He shall next 
briefly consider each of these questions. 

As the rate of change of the "quasi-fixed" faetor (capital) is part of 
the optimization problem, the theory becomes'-dynamic in the sense that 
the time required for adjustment will be endogenously determined. Hence 
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the rate of adjustment to the long-run target level is an endogenous 
choice variable. In chapters 111 and IV we.derived a number of formulas 
for the rate of adjustment (see equations 3.19, 3.38, 3.39, 3.49, 3.50, 
4.13). The general outcome was that the adjustment coefficient is a 
function of both the discount rate and the desired capital stock. This 
coefficient seems to be rather sensitive with respect to the form of the 
production function, the demand conditions and the assumption made about 
the financial market. 4 However, if the objective function is quadratic, 
then its derivatives are constant parameters, implying that the 
adjustment coefficient varies only with the discount rate. In an extreme 
case, the implied adjustment coefficient is equal to the constant rate of 
depreciation (see chapter 111). 

It was previously noted in our theoretical discussions that the flexible 
accelerator property will generally hold only locally as a linear 
approximation around the equilibrium capital stock. Treadway (1974) has 
shown that the flexible accelerator is a globally optimal solution to the 
investment problem if and only if the rate of investment is independent 
of the rate of interest as an a priori restrietion. In order to derive a 
flexible aceelerator which is both of the eonstant coeffieient type and 
globally optimal some even more restrietive assumptions must be imposed 
on the produetion and adjustment eost functions. 5 

The general results of the adjustment-eost-based ·rationalization of the 
flexible aeeelerator model imply that the investment function is highly 
nonlinear and of rather complex form (note that also K* is generally 
nonlinear; see section 5.3). The diffieulties associated with nonlinear 
estimation methods have probably been one of the main reasons why the 
eeonometrie literature on faetor demand analysis has not been greatly 
influenced by the results of· the theoretieal adjustment eost literature. 
The studies by Berndt, Fuss and Waverman (1980) and by Epstein and Denny 
(1983) are among the few in whieh the endogenous charaeter of the 
adjustment eoeffieient is taken into aecount in empirieal applications. 
In both studies, however, a general quadratie objective function is 
assumed in order to guarantee econometric tractability of the model. 6 

In empirical investment studies, the arithmetic adjustment proeess (5.1) 
is sometimes replaced by the following logarithmic speeifieation (see, 
e.g., Eisner and Nadiri 1968, King 1972): 



K* 
(5.2) lllog Kt = A109(~) 

t-l 
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which is a discrete time presentation. This form of the flexible accel
erator has the advantage that it gives a log-linear form for the esti'mat
ing investment equation (see section 5.3). If the logarithmic difference 
lllog K is approximated by the proportional rate of change (llK/K), then 
the following specification for an investment function results: 

(5.3) 
. K* 

o + A 109(~) 
t-l 

which is derived by using the identity 1 = llK + oK_1•7 

ln the empirical analysi s of thi s study, we shall apply the above three 
specifications of the flexible accelerator model (equations 5.1 - 5.3) in 
order to check the robustness of the results for alternative functional 
forms. As was mentioned above the continuous time formulation (5.1) of 
the flexible accelerator model will result only if very simplistic 
expectations are assumed with respect to the exogenous variables. In the 
discrete time version of (5.1) there will inherently always exist a one 

. d . 1 8 perlo expectatlons ag. 

The assumption of the 'fixed target' model in econometric applications 
has been critized on the grounds that in reality firms are reacting to a 
moving target, or perhaps to no target at all but rather to changing 
expectations of the probability distributions of future prices and future 
demand (see e.g. Taylor 1970, Nerlove 1972, Nickell 1978). If static 
expectations are not assumed, the optimization problem becomes much ~ore 
complicated and no simple adjustment pattern of the form (5.1) will 

. follow (see also Begg 1982).9 In general, the ;ptimal path of investment 

will depend on the entire future of prices and other exogenous factors. 
Hence, the presence of adjustment costs has the important implication 
that firms must consider profit opportunities over their entire planning 
horizon when making current investment decisions (see chapter 111). 
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The usual way to circumvent the static expectations assumption in (5.1) 
is to assume that forward expectations are based on the past experience 
of the firm. This has been the traditional rationale for distributed lag 
specifications in the vast l!1ajority of empirical investment studies. Jhi s 
approach will also be used in our empirical calculations. We shall, 
however, also perform some experiments with truly forward looking 
expectations about the main determinants of investment (prices and 
demand). It should, however, be noted that linear rational expectations 
modelling allows us to transform the forward looking rule into a finite 
distributed lag specification (see Begg, 1982). 

With non-static expectations there is a different 'desired' capital stock 
corresponding to each future period and the problem of precisely what 
firms should aim at is rather complicated. It is clear from our theoreti
cal analysis that optimally behaving firms should aim at some sort of 
'moving average' of all the future 'desired' capital stocks (see also 
Nickell 1978). The analytical solution of this problem depends upon the 
parametrization of the implicit functions involved, i.e. production, 
demand and adjustment cost functions. The long-run target is often 
assumed to he a geometrically weighted average of current and future 
values of the desired levels of the capital stock, the weights being 
determined by the adjustment coefficient and by the discount rate. The 
current target depends on the expected future values of the exogenous 
variabl es. 

10 . 

The determination of the 'moving target' capital stock is the basic 
characteristic of a forward looking investment model. It should be noted 
that if the adjustment coefficient is endogenous and possibly ·non-linear, 
and since K* is usually non-linear, the resulting estimating equation 
will be highly non-linear and rather difficult to estimate reliably. 
Hence it would probably be necessary to make some simplifying assumptions 
to knock it into some reasonable shape (see chapter VII). 

Because of the very complex nature of the reduced form investment 
equation in the case where there are general assumptions about the 
underlying hypotheses, we shall proceed in a stepwise manner in our 
empirical investigation (see also section 5.5). First, both annual and 
quarterly models will be estimated for the flexible accelerator models of 



types (5.1) - (5.3) with a constant adjustment rate and assuming either 
linearized or nonlinear K*. Second, the endogenous nature of the 
adjustment process is assumed to stern from cash flow considerations of 
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the firm. In this case the adjustment coefficient is assumed to be a 
nonlinear function of the ratio of cash flow tothe desired rate of 
expansion of the capital stock (see section 5.4). The rate of adjustment 
will then depend also on the arguments of K* as depicted by our theoretical 
considerations (see chapter 111). Finally, the forward looking expectations 
hypothesis is examined making flexible use of equation (5.1). 

5.3 The Determination of the Desired Capital Stock 

In the theoretical discussion a number of formulas for the desired 
capital stock were derived in an implicit functional form. The main 
purpose, however, was to consider the formulas for user cost and the 
dynamics of investment under alternative assumptions with respect to 
input and output markets. In this section the purpose is to derive 
explicit functional forms of the desired capital stock by parametrizing 
the underlying production and demand relationships. 

The second issue discussed in this section deals with some other implica
tions of the choice of the production technology for optimal investment 
poliey. Arnong the issues are the relationship between price and substitu
tion elasticities, the implications of putty-putty and putty-clay 
technologies for the lag structure of investment, the repla~ement 
hypothesis and the rate of technical change. The discussion in this 
section. clearly shows that in the economic theory of investment the form 
of the optimal investment policy also depends significantly on 
technological considerations. 

5.3.1 Forrnulas for the Desired Capital Stock 

The determination of the desired capital stock is inherently linked with 
the choice of the production and demand functions. The purpose here is to 
derive some basic formulas for the desired capital stock by pararnetrizing 
these two functions. The previously derived implicit functional forms for 
the desired capital stock were given by formulas (2.4), (3.37) and (3.47). 
The results derived here. are shown in table 4. Before considering them in 
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more detail, we shall discuss briefly the choices of the underlying 
functional forms. 

We have chosen to deal with two well-known product{on functions, i.e. 
the Cobb - Oouglas (CO) and constant elasticity of substitution (CES) 
functions, and with three hypotheses about the product market (demand 
curves). The demand curves are the same as those used in chapter 111, 

i .e. horizontal (perfect output market), vertical (excess supply model) 
and downward-sloping curves. 

The production functions are given by the following equations: 

(Cobb - Douglas) 

In the case of the CES function the parameters are: B = efficiency 
parameter, v = distribution parameter, x = degree of homogeneity (scale 
parameter) and y = substitution parameter. If the elasticity of 
substitution is C1, then y = (1-0)/0 (see 14allis, 1979). 

In the case of a monopolist facing a downward-sloping demand curve, the 
demand function is assumed to be of the form (see also chapter 111): 

(5.5) 

where the exponent Y1 is the reciprocal of the price elasticity of 
demand. The variable Z is a general shift term (demand index) and it may 
represent such variables as consumer income levels, population growth and 
factors which affect the demand for output. Equation (5.5) has also been 
used in Gould and Waud (1973) and Chang and Holt (1973). In order to 
guarantee zero-order homogeneity of demand for capital with respect to 
nominal prices, the price variable p shquld be interpreted as a relative 
price, i.e. the ratio of own product price to other (substitute) product 
prices (see below). 

Technically, the formulas for desired capital are obtained e,ither by 
static profit maximization or by intertemporal present value maximization 



using the relevant production and demand function constraints. The 

concept of user cost is, however, generally not the same in these two 
case~ll We shall next consider the formulas for the desired capital 

stock presented in table 4. 
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In the perfect output market case (case 1 in table 4), the formula for 
the desired capital stock is derived using only one first-order condition 
(~ = c/p). This has been the usual practice in the Jorgenson type 
empirical investment studies. The output variable in this case is, 
however, the endogenous equilibrium value (Q = Q*). If both first-
order conditions are used simultaneously, then K* = K{i,%) {Brechling, 
1975).12 

In the case of a vertical demand curve, output is by assumption exogenous 
to the firm. It should be noted that a profit maximization model under a 
demand constraint is equivalent to cost minimization. The desired capital 
stock now depends on the exogenous output and on the factor price ratio 
(w/c). The assumption of a vertical demand curve has been preferred by 
some researchers for three reasons (e.g. Brechling 1975). First, output 
affects the demand for capital. Second, the relative price variable 
affects the demand for capital in a way in which the wage rate 

is also included. Third, the long-run priceelasticity of demand for 
capital is different from unity even in the case of the Cobb - Douglas 
production function. In the case of a perfect product market, one would 
have to assume a CES production function in order for price elasticity to 
be nonunitary (see e.g. Brechling 1975, Helliwell 1975). 
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Table 4. The Long-Run Steady State Formulas for the Desired Capital 
Stock under Alternative Assumptions about Production and Demand 
Functions* 

Production function: 

Demand condition 

1. Horizontal demand curve 

2. Vertical demand curve 

3. Downward-sloping demand curve 

Production function: 

Demand condition 

1. Hori zonta 1 dernand curve 

Cobb - Douglas (CO) 

(5.6a) K* = a pQ 
c 

CES 

(5.6d)3 K* = b' (.t)oQn 

1 1 

2. Vertical de~and curve (5. 6e) 4 K* = b IIQX[ v+ (1_v)0 vYo (~)YoJY 
c 

d d d 
(5.6f)5 K* '" daZ 1w 2c 3 3. Downward-sloping demand curve 

* w = wage rate, c = user cost, p = price of output, Q output, 
Z = demand index (shift parameter) 

2) parameters ei see note 13 

3) 
(1- ~) 1-0 + 1 

= xvB x, n = 0 + _ = x Y 0-x x(l+y)' - l+y 

5) formula (5.6f) is an approximation, see notes 13 and 14 
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Somewhat more complicated formulas for the desired capital stock will 
result when the demand curve is assumed to be downward sloping. In the 
Cobb - Douglas case the equation for K* is exact but ;n the CES case it 
is only an approximation. The derivation of the formulas for K* under 
this demand regime is discussed in notes 13 and 14. The signs of th~ 
parameters of the wage rate and the user cost are ambiguous although one 
would normally expect K* to depend negatively on c. The sign of the 
coefficient of the wage rate variable is clearly ambiguous. 13 The problem 
with this approach is that the effect of a demand variable is rather 
difficult to quantify. Variable Z, which correctly isolates the effect of 
demand, is an index which measures the position of the demand curve and 
this is more or less unobservable. It should also be emphasized that it 
is the demand curve which is taken as exogenous and actual demand can, of 
course, be influenced by manipulating the output price. Generally 
speaking, however, the degree to which firms can control the demand for 
their products is a rather contentious issue (see, e.g., Nickell 1978). 

In the case of a Cobb - Douglas production function and a downward
sloping demand curve, a similar formula to that of (5.6c) can also be 
derived for an entire competitive industry if it is assumed that each 
firm acts as a price taker and that the market clearing industry output 
will be such that the market price is equal to the firm's marginal cost 
(see Goul d and \4aud, 1973). An attempt to derive ri gorously optimal 
investment for an industry aggregate in the context of adjustment costs 
and monopolistic competition is presented in Lucas (1976) and Nerlove 
(1972) • 

To summarize the main results of the different formulas for the desired 
capital stock, the following aspects wi11 be emphasized. First, if both 
first-order conditions for an optimum are used simultaneously then K* 
depends in al1 three cases of demand conditions on both the wage rate and 
the user cost. Second, an accelerator variable will affect K* only when 
there exists some form of imperfect competition in the product market. 
Third, a major prob1em with the CES function is that, un1ike in the 
Cobb - Douglas case, one cannot transform it into a linear-in-parameters 
form in vertical or downward-sloping demand curve cases by operations 
such as taking logarithms. There is no method of linearising that will 
sort out the parameters and variables to give a directly estimab1e exact 
representation; some linear approximation has to be used. 
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In the empirical applications of investment equations we shall assume 

that the demand curve is either vertical or downward-sloping. This choice 
is basically motivated by the fact that we use aggregate data, which 

implies that, even if a single firm is a price taker, the aggregate of 
firms usually faces a downward-sloping curve. The second reason for our 

choice of demand curves is that only when there is some form of 

imperfection in the output market does it seem legitimate to include an 

accelerator variable in the investment function (see also Brechling, 
1975, Nickell 1978). The third reason for our choice of demand functions 

is that in these two cases it is indisputable that the wage rate wi11 

directly affect investment behaviour. It should, however, be mentioned 
that especial1y the problems associated with the measurement of the 
demand variable (Z) make it rather difficult to distinguish these two 

demand regimes at an empirical level. But as a general starting-point for 
the empirical analysis the separation of the demand conditions is useful 
since it reveals the a1ternative roles of the accelerator variable and 

the market conditions. 

5.3.2 Some Imp1ications of Technology for Investment 

The foregoing discussion has clear1y indicated the irnportance of the 

under1ying production technology for capita1 accumulation. We shall next 
brief1y discuss four other aspects of the relationship between techno1ogy 

and investment behaviour. These are: (1) the relationship between the 
elasticity of substitution of faetor inputs and the price elasticity of 

demand for capita1, (2) the imp1ications of putty-putty and putty-clay 

assumptions for the lag structure of the investment process, (3) the 

rep1acement hypothesis and (4) the ro1e of technical change in investment 
models. All these four issues wil1 have direct bearing on the 

interpretation of the parameter estimates from investment equations to be 

discussed in chapters VI and VII. 

The size of the long-run effect of relative price changes on investment 

has been among the central issues in empirica1 investment studies since 
the seminal work by Jorgenson (1963). It is c1ear that the effect of a 

change in the rea1 user cost or in the ratio of the wage rate to the user 
cost will depend on the elasticity of substitution of the production 

function (see table 4). If the firm is a price taker in the product 
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market, then the price elasticity is equal to the elasticity of 
substitution (see equations 5.6a and 5.6d in table 4). Generally, however, 
it can be said that if there are imperfections in the product market, 
then the elasticity of the desired capital stock with respect to faetor 
prices 1s not equal to the elasticity of substitution. The price 
elasticity will depend on the elasticity of demand for the firm's 
products and on a number of other parameters as specified in the 

Marshall-Hicks rules for faetor demand elasticities (see, e.g., Nickell 
1978, Layard and Halters 1978). Hence the estimated price elasticities of 
the demand for capital cannot be interpreted directly as estimates of 
elasticity of substitution between inputs. 

The question of the size of the impact of relative prices on investment 
is also closely linked to another aspect of the underlying technology, 
i .e. whether the production function is characterized by a putty-putty or 
putty-clay hypothesis. In our theoretical discussions as well as in the 
derivation.of the formulas for the desired capital stock the putty-putty 

hypothesis is assumed. 

In the case of putty-putty technology, capital is assumed to be as 
malleable ex post as it is ex ante. In terms of the elasticity of 
substitution of faetor inputs, a putty-putty production function is based 
on the hypothesis that this elasticity is the same ex post as ex ante. An 
alternative to the putty-putty technology, putty-clay, has been intro
duced by Johansen (1959) and appl ied in empirical work on investment by 
Bischoff (1971), King (1972), Ando, Modigliani, Rasche and Turnovsky 
(1974), Sarantis (1979) and Schiantarelli (1983). According to this 

hypothesis, the elasticity of substitution is smaller ex post than it is 
ex ante. Hith an extreme version of putty-cl ay technol ogy, the el asti city 
of substitution of capital for labour is zero ex post. The putty-clay 
hypothesis has two important implications for investment behaviour (see 
e.g. Hall 1977, Nickell 1978).15 First, the effect of putty-clay type 

restrictions is to slow down the response of the aggregate capital-labour 
ratio to relative price changes since this ratio is (almost) fixed for 
the existing capital stock. Second, it would not affect the response rate 
to changes in demand, and hence in a putty-clay model the capital stock 
responds more quickly to an increase in output than to a deerease in the 

user cost. 
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Eisner and Nadiri (1968) and Bischoff (1969), however, noted that, even 

i n a putty-putty i nvestment mode1, there cou1 d be different 1 ag 

structures with respect to output and re1ative prices if expectations 

about these two variab1es depend on1y on their own past va1ues and if the 

weights in the autoregressive expectations processes are different for 

output and re1ative prices. Abe1 (1981) has recent1y shown that the 

putty-c1ay type re1ative speed of response can be derived from the 

behaviour of an intertemporally optimizing firm with a putty-putty 

production function and subject to costs of adjustment. Thus, data 

consi stent with the putty-c1 ay hypothesi s cou1 d he generated b.y a mode1 

with putty-putty techno10gy and without referring to different 

expectationa1 1ag structures for output and re1ative prices. In addition, 

Abel (1981) has shown that, with a putty-putty CES production function 

and adjustment costs, investment may have different response rates with 

respect to the wage rate and the user cost. 

In summary. it can be said that the putty-putty investment made1 with 

adjustment costs is 1ike1y to produce 1agged response of investment to 

changes in the exogenous factors simi1ar in nature to that in the 

putty-clay mode1. In reality, however, neither the strict putty-putty nor 

the strict putty-c1ay hypothesis seems,comp1etely plausib1e, but research 

has yet to uncover the right compromise between them. At the 1eve1 of a 

single firm, it may often be that some form of putty-c1ay hypothesis is 

re1evant but at an aggregative 1evel there may sti11 exist many ex post 

substitution possibi1ities between capital and 1abour, and thus the 

putty-putty mode1 might stil1 be a fair1y rea1istic assumption (see Hall, 

1977). It shou1d a1so be noted that it is not possib1e to specify an 

investment equation exactly in a vintage (putty-c1ay) environment since 

one does not usual1y have the requisite information on the 1evel and 

productivity of past investment in each vintage (see King, 1972). This 

lack of proper data is likely to be the basic reason for the fact that 

the reduced-form estimating investment equations have been very similar 

i n the putty-putty and putty-c1 ay cases. 

Rep1acement investment is common1y defined to be that part of. gross 

investment which is required in any period to maintain the existing 

capital stock at a constant 1eve1. In empirical investment studies it has 

almost invariab1y been assumed a priori that the ratio of rep1acement 



investment to the current stock of capital is constant. This assumption 

has also been used in this study. 
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Feldstein and Rothschild (1974) and Nickell (1978) have shown that for a 

general non-exponential depreciation pattern, the replacement-capital 
stock ratio is constant if and only if the age structure remains constant 
over time. It has also been argued that replacement investment is subject 

to optiMal decision-making like net investment and hence it should vary 
in response to economic factors rather than being simply determined 
mechanistically as would be the case with exponential decay (see e.g. 
Feldstein and Foot 1971, Feldstein and Rotschild 1974, Eisner 1972). 

Although generally a preferred hypotheses might be to assume that the 

rate of replacement is not simply determined by th~ mechanical decay of 
investment goods, but rather is based on economic decisions, this would 
not necessarily imply that firms do not predict replacement requirements 
on some fairly mechanistic basis (see Nickell 1978, p. 307). Since it is 

these predictions which should occur in empirical investment models, it 
may still be correct to specify replacement investment by making some 
mechanistic depreciation assumption. 16 The net capital stock series used 

in our empirical models are based on depreciation rates which change 

gradually over time but we shall also make some experiments with a more 
rapidly increasing depreciation coefficients. 

Most empirical investment equations typically ignore technical change 

altogether or deal with it in some way that is analytically convenient. 
It can also be argued that some unspecified part of technical change has 

possibly already been taken into account in the existing measures of 
capital stock and labour input. 

In the derivation of the formulas for the desired capital stock, we have 

ignored the effect of technical change (see table 4). It is possible, 
however, that this omission causes some bias in the empirical estimates 

of the effects of output (demand) and relative prices on investment. 

Hence in the empirical analysis we shall make some simple calculations of 

investment equations including a proxy variable for technical change. The 
purpose 'is not to estimate the rate of technical change per se but to try 

to discover whether its presence has an effect on the price and output 
elasticities of the demand for capital. 
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5.4 The Role of Financial Factors in the Investment Equation 

5.4.1 Description of Potential Financial Factors 

In the theoretical chapters of this study we discussed various channels 
through which financial factors affect investment policy by firms. 
Basically, these can be classified into two forms of transmission 
mechanisms: 

(i) Financial factors which influence investment behaviour via the 
'rate of return' effect as captured by the cost of capital 
variabl e. 

(ii) Financial factors which affect investment through a direct 
liquidity channel (cash flow effect). 

Since the financial variables which influence investment through the cost 
of capital term in the user cost variable were analyzed fairly extensively 
in the theoretical chapters, we shall only briefly consider these factors 
here. Because tax factors are intimately linked with the effects of 
financial factors, we can summarize the following variables (or 
parameters): the eost of borrowed capital (average or marginal interest 
rate), the discount rate, the debt-capital ratio (leverage), tax 
parameters (corporate and personal) and the amount of retained earnings. 
The effect pf a change in these variables and parameters on the cost of 
capital and hence on the level of investment is not always unambiguous 
but this question is not dealt here since it was considered in chapters 
II-IV. 

It could be argued that>in an uncert~in environment the cost of capital 
also depends on the market view of the firm's riskiness and on the 
general level of market risk aversion, both of which are extremely 
difficult to measure in practice (see Auerbach, 1983). The influences of 
these uncertainty (ri>sk) aspects should, however, already be ineorporated 
in the two previously mentioned interest rates, i .e. in the rate which 
the market uses to diseount the expeeted profits generated by the firm 
(discount rate p) and in the rate of interest on borrowed eapital (r). 
Obviously, an inerease in p and r will raise the eost of eapital to 
fi rms. 
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It is clear that in a world of certainty without the possibility of 
default on loans (bankruptcy) and with a 'typical I corporate tax struc
ture, marginal units of investment are financed solely by debt and all 
earnings are paid out as dividends (see King 1974, Auerbach 1983). This 
kind of a world is, however, most likely to be a far cry from reality. 
What can be observ~d in the real world is that firms normally use 
different types of finance and pay out dividends to an amount less than 
c~rrent net profits. On the other hand, if there exists a possibility of 
bankruptcy, it is not obvious what meaning can be attached to the 
'long-run' optimal proportion of debt finance. Moreover, the determina
tion.of optimal debt-capital and dividend payout ratios is rather a 
contentious issue, as recent finance literature has shown (see e.g. 
Auerbach and King 1983, Auerbach 1983, chapter IV). 

General1y, it can be said that, given the firm's level of profits from the 
previous period and its outstanding debt and equity, it must simultaneously 
determine its level of real capital expenditure, its total dividend payout 
and its new levels of debt and equity in the current period. If Pt-1' 
Bt _1 and Nt _1 are the profits, debt and equity from period t-1, then the 
level of dividends (Div) and investment (1) in period t must satisfy the 
following flow identity: It = åBt + åNt + (Pt _1-Divt ), 
where It is the current value of investment (see also chapter II). If 
the firm uses different types of finance, then the amount of retained 
earnings plays a certain role in investment policy through its impact on 
the weighted average concept of cost of capital (see formulas 2.29, 4.27, 
4.28). To the extent that retained earnings are a cheaper form of finance 
than debt or new equity, an increase in its share of total finanee would 
lower the average eost of capital and henee inerease the demand for 
capital (see also King, 1974). 
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5.4.2 Profits and Investment 

In the investment literature other arguments have been presented in 
favour of the inclusion of cash flow considerations among the deter
minants of investment behaviour. It can be noted that cash flow or profit 
type variables have a long tradition, especially in empirically
orientated investment literature. In the 'residual funds' theory, which 

was born in the 1950s and which had its greatest impact on investment 
models in the 1960s, the profit variable played a central role 

(Duesenberry 1958, Meyer and Kuh 1957, r~eyer and Gl auber 1964, Kuh 1963, 
Rowley and Trivedi 1975). The formal theoretical background of this 
approach, however, remained rather weak. Typically, it was argued that 

internal funds are the cheapest means of financing investment and hence 
that they exert a significant impact on investment. A somewhat more 
elaborate argument was proposed by Lintner (1967), who argued that 

internally generated funds are an impo'rtant determinant of investment 
because of uncertainty and capital market imperfections. Because of these 

factors, retained earnings affect the slope of the marginal cost of funds 

curve and hence also the volume of investment. 

The earlier literature from the 1950s and 1960s was not, however, very 

specific with respect to the question of whether internal funds affect 
the long-run desired capital ~tock or just the timing of investment. In 

the 'residual funds' approach it was sometimes argued that in expan
sionary periods investment is determined by the acceleration principle 

whereas in cyclical downturns it is confined to a level that can be 
funded from retained earnings (see Rowley and Trivedi 1975). On the other 

hand, Eisner (1967) provides some evidence that firms tend to make higher 
investment expenditures in the periods following higher profits but that 
over the long run firms earning higher profits do not make markedly 

greater capital expenditures than firms earning lower profits. 

This observation by Eisner, indicates that the amount of profits would 

affect only the timing of investment and not the long-run demand for 

capital. Nickell (1978) has recently provided some more formal analysis 

in favour of the impact of profits, chiefly on the timing of investment. 

Basically, he argues that a direct link between current investment and 

profits (past and current) can arise önly from the essential structure of 
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capital markets under uncertainty and, furthermore, that such capital 

markets are inherently imperfect (Nickell 1978, p. 167 - 189). In these 

markets the possibility of bankruptcy for both individuals and firms is 

taken into account and the marginal cost of capital to the firm will 

depend upon the riskiness of the firm's future prospects. In this kind af 

environment, the investment decisians of firms could be affected by the 

wealth of their owners and, moreover, an important element of this wealth 

may well consist af the profits earned by the firm. In addition, Nickell 

argues that, since the cost of capital schedule shifts with the level of 

current earnings, one would expect the speed at which the firm adjusts ta 

its target level to depend on this same level of earnings, with higher 

amounts of profits leading to faster adjustment (Nickell 1978, p. 185). 

Coen (1971), Prior (1976) and Sarantis (1979) are among the few re

searchers who have incorporated the flow of internal funds relative to 

the desired expansion af capital in an adjustment cost mechanism as 

suggested later by Nickell. Feldstein and Flemming (1971), on the other 

hand, have integrated the ratio of gross retained earnings ta trend 

output as an additional term in the user cost of capital with its own 

separate coefficient. As we have noted previausly in section 5.2 and in 

chapters II! and IV, the rate of adjustment ta the equilibrium capital 

stock is, in a general case, endogenous and depends, amang other things, 

on retained earnings through the cost af capital variable. Hence, these 

results imply that cash flow considerations may influence both the 

long-run demand for capital (K*) and the timing of investment 

expenditures. It should, however, be noted that in the profit constrained 

case considered in section.4.4.2 only the cash flow affects the timing of 

i nvestment. 

These considerations seem to indicate that the flow of internal funds 

(cash flow) may have an effect on investment both through the long-run 

demand for capital (user cost effect) and through the endogenous speed of 

adjustment (timing effect). The effect on timing occurs in the 

adjustment-cost rationalization of the flexible accelerator model, since 
the rate of adjustment is dependent upon cash flow, among other factors. 

What is suggested here is that the speed of adjustment A in (5.1) and in 

its transformations (5.2) and (5.3) should be regarded not as a constant 
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but rather as a function of cash flow considerations. Thus the discrete 
time version of model (5.1) should be written as 

where At = A(CFt ), and CFt is the level of cash flow. Alternatively, 
the cash flow model could be written as 

This equation reflects the hypothesis that a firm can consider the' 
adequacy of internal finance to meet both net expansion and replacement 
expenditures (see Coen 1971). 

The question now remains as to what is the explicit functional form of a 
cash flow equation. In some applications of the 'residual funds' approach 
a profit variable was simply added as an additional explanatory variable 
to a linear investment equation (e.g. Kuh 1963). Greenberg (1964), on 
the other hand. tested an equation similar to (5.8) and specified A as 
an exponential function of after-tax profits (among other factors). A 
major shortcoming of these kinds of specifications is that they do not 
take account of the ratio of cash flow to the total amount of funds 
required in order to accomplish what could be called an investment chore 
- the expansion from the current to the desired level of the capital 
stock. Hochman (1966) and Coen (1971) recognize this point in principle 
but end up through a linearization procedure with cash flow being an 
additional linear variable in the investment equation. 

~ 

In addition to the questions of the proper scaling of the CF-variable and 
the general functional form of the adjustment mechanism, one should also 
consider the question of whether the rate of adjustment is constrained or 
unconstrained. A constrained case (0 < A < 1) seems preferable on the 
basis of 'stability' and smooth adjustment to the target level of the 
capital stock. We have chosen to use a similar specification as in Coen 
(1971 p. 153) and in Nickell (1978 p. 263). The exact form of the rate of 
adjustment function is 



-x 
(5.9) A

t 
= AO + (l-AO)(l-e t) 

where xt is specified in two alternative forms, 

(5.10) ;) 

i;) 

CF n 
t 

xt = A1 k* - k 
t t-1 

CF9 
t 
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where CFn and CFg are net and gross concepts of cash flow, respectively.· 

In the case of equation (5.7), the nonlinear specification of the rate 
of adjustment with net cash flow gives the following investment model 

Inserting (5.10 ii) into (5.9) and the latter into equation (5.7) or 
(5.8) gives the investment equation in terms of the gross cash flo\'l 
adjustment mechanism. 17 

We know from the preceding discussion (section 5.2) that an increase 
in the importance of adjustment costs slows the speed of adjustment 
(~ < 0 if adjustment costs are bI 2; see note 10). Hence the more 
internal finance the firm has, the less it is dependent on outside funds 
and the smaller is the importance of adjustment costs, implying that we 
would expect A1 to have a positive sign. The rather complex structure of 
this specification ensures that the rate of adjustment is bounded above 
by unity and has an appropriate shape as a function of available internal 
funds as illustrated in figure 7. 
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FIGURE 7. 

1 -------------------------------------

t·1ore formally, the properties of the adjustment mechanism (5.9) can be 

expressed as 

(5.12) i) 

ii) 

as x + 0 then A + AO (constant speed of adjustment) 

as x + ~ then A + 1 (instantaneous adjustment) 

iii) ~ = (1-A )e-x > 0 ax 0 

i v) 1 im ~ = 0 ax 
x+~ 

The first property implies tha't, with relatively 'little' cash flow 
available, the model collapses to the constant speed of adjustment model. 
The second property ii) means that, when the firm has 'excess' supply of 

cash flo\'J, its rate of adjustment will be very fast. However, it should 
be noticed that the extreme limit values of A in cases i) and ii) are not 
very likely to occur in the real world since delivery lags and 

expectational aspects of the investment process also affect investment 
behaviour. The third property iii) implies that a rise in relative cash 

flow, ceteris paribus, will increase the rate of adjustment. The fourth 
property means that, at very high values of relative cash flow, the rate 

of adjustment is not much affected by a further rise in cash flow. 

If one uses the linearized approximation (Taylor series expansion around 
x = 0) of the adjustment mechanism (5.9), the following linear invest

ment equation follows 



where A1 = (l-AO)A1• This equation can be transformed into the 
foll owing form 
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which is hence a linearized approximation of the non-linear model (5.11). 
In the case of the 'gross expansion' model the equivalent approximation is 

Equations (5.14) and (5.15) are similar to those used by Coen (1971), 
except that in Coen's model a lagged value of investment is included 
instead of Kt _1 and the equation .of K* is of linear form, hence implying 
that a nonspecific production function is assumed (K* depends on w/c and 
Q in Coen's model). 

In summary, it is worth emphasizing that our specification of the 
endogenous (variable) adju?tment rate model according to (5.11) is 
basically quite close to the 'full' theoretical flexible accelerator 
models presented in chapter 111 since the speed of adjustment depends upon 
both cash flow and the other determinants of the desired capital stock. 
The exact functional form is, however, chosen here with an eye to the 
empirical applicability of the model. It should also be noted that the 
effect of the choice of the demand regime on the rate of adjustment will 
be reflected in our model through the K* variable in the x-term 

(equat;ons 5.9 and 5.10). In chapter 111 it was shown that the rate of 
adjustment is rather sensitive with respect to the assumption of the 
demand curve. Using equation (5.11), it is hence possible to test 
empirically the sensitivity of the rate of adjustment to alternative 
demand conditions (see chapter VII). 



172 

5.4.3. Credit Rationing and Investment 

As was mentioned above, it seems likely that cash flow has a role to 
play in investment policy chiefly in the eontext of imperfeet eapital 
markets. It is this faet which may limit the firm's use of debt finance 
in an uncertain world. lienee bankruptcy risks can en sure that, beyond a 
certain level, the costs of borrowed capital will be rising at the margin 
(see seetion 4.2). Effeetive quantity restrictions on debt may even arise 
if the effective borrowing rate for the firm rises to infinity above a 
certain level of debt (or leverage), i.e. there exists no interest rate 
which will give lenders an expected return above the safe rate. In this 
case the firm will typically make extensive use of internal funds to 
finance its investment (see also tJickell 1978, p. 211). 

In the light of our theoretical discussion in chapter IV, we can 
/ 

distinguish between two basic situations when the firm is faced with an 
imperfect financial market. First, the firm can finance all of it$ optimal 
(desired) investment, although at a rising cost of capital, and, second, 
the firm cannot finance the full amount of desired investment'(constrained 
case). In the latter case the firm's actual debt-capital ratio (s) is below 
the optimal ratio (s*) and it cannot make full use of tax savings arising 
from interest deductions. Hence the realized eapital stock is below 
the unconstrained (optimal) capital stock (see also chapter II, case 
p > (l-u)r). Credit rationing will compel the firm to use more expensive 
methods of finance. In the first case it is assumed.that the firm can 
eventually finance its desired investment outlays using more internally 
generated funds (cash flow) and/or ne\'i equity issues. Since the firm is 
restricted in using the cheapest form of finance (after-tax), the effect 
of this capital market imperfection is only to increase the cost of 
capital and hence also the user cost as compared to a non-rationing 
situation. In this situation the impact of credit rationing is realized 
only through price variables (cost of funds). 

However, a more complicated situation arises if the anticipations aspects 
of a credit rationing situation are taken into account,as the analysis of 
section 4.4.2 demonstrated. There it was shown that if the firm anticipates 
that at some future date it will face a financial constraint on the 
quantity of capital goods that it is able to buy, it will invest more 
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during the perio? preceding the occurrence of this constraint than it 
would have done in the unconstrained case (under certain conditions, e.g. 
decreasing returns to scale). Thus a financial constraint may cause 
anticipatory buying of investment goods. 

In the second case mentioned above, where internal funds (and new issues 
of equity) are insufficient to finance all desired investment (even with 
a minimum level of dividends), the firm already faces a quantity
constrained situation. In this case investment policy is completely 
liquidity-constrained and the amount of investment depends only on the 
available funds (see also section 4.4.2). This situation implies that the 
timing of investment is also affected by credit rationing factors. 

In sum, it can be said that credit rationing (permanent or temporary, 
anticipated or unanticipated) may affect investment decisions of firms in 
various ways. Furthermore, different firms may face different situations 
in the financial market, and for each firm the .situation may also change 
over time (as the analysis of section 4.4.2. reveals). Hence, especially 
in an aggregate analysis of firms, it is not possible (given the present 
stage of knowledge) to model the effects of credit rationing in a very 
precise manner. It might, however, be thought that the main effects of 
credit rationing (if any) are already captured by the user cost (through 
various interest rates) and cash flow variables. If the price and other 
effects (non-price loan terms) are not reflected in these two variables 
there would be room in an empirical analysis for an additional variable 
- say, a proxy for the tightness of the credit market - to be included as 
a determinant of the investment e~uation. In the empirical investment 
analysis we shall use different proxy variables for credit rationing as 
additional explanatory variables in the linear investment equations (see 
chapters VI and VII). 

5.5 Investment Equations to be Estimated 

In this section we shall briefly summarize and bring together the dis
cussion of the preceding sections on the major issues in the construction 
of investment models. In the first section various versions of the 
equations to be estimated are presented. Since the arguments of the 
desired capital stock are usually expected values, these 'exogenous' 
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variables are labelled with the superscript 'e' (Qe, we, ce etc). There 

are a nurnber of possible approaches to expectations specification and the 
ones used in our empirical models are briefly discussed in section 5.5.2, 
whi ch al so consi ders the general characteri sti c's of the stochasti c 
specification of estimating equations. 

5.5.1 The Sasic Equations 

Our main point of departure is to assume a linearized forrn for the desired 

capital stock. There is very little empirical work on production functions 

in the Finnish corporate sector and hence no strong a priori assumptions 
can be made with respect to the production technology. The linearized 
version of K* implies that a nonspecific production technology is assumed. 

Linearized versions of K* can be thought to stern either from equation 

(5.6b) or from equations (5.6c,f) and the equations are 

(5.16) i) 

ii) 

where the variables Q, w, c and Z are, respectively, production, the wage 
rate, the user cost and an exogenous shift terrn for dernand. It should be 

noted that w and c can take either nöminal or real values (see section 

5.3 and note 13), although we shall use only real values. Note that 
e . 

Qet , (~) etc. are used as general expressions for the expected values of 
c t 

these exogenous variables. 

Inserting the equations for K* into the flexible accelerator model (5.1) 

gives the following gross investment equations 

(5.17) i) 
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where the parameters are 

ao = AaO' a1 = Aa1, a2 = Aa2, a3 = å - A 

bO = A80 , b1 = A8l' b2 = A8 2, b3 = A8 3, b4 = å - A 

It should be noted that our chosen basic adjustment equation (S.l) does 

not give a linear or log-linear exact presentation for investment when an 

imperfect product market exists. If, however, the logarithmic 
specification of the flexible accelerator model (equation 5.2) is used, 

then a log-linear form for the investment function follows. The equations 

for K* are now 

a 1 e a 2 
(S.18) i) K"t = ao[Q~] [(~)]. 

t 

888 
ii) Kt = 80(Z~) l(w~) 2(c~) 3 

where equation ii) is derived from either (S.6c) or (S.6f). In the case 

of (S.6f), the formula for K* is only an approximation based on the 
CES-function. Inserting these values of K* into equation (S.2) gives the 

following investment models 

(S.19) i) 

where 

aO :::; A 1 ogao' a1 = Aal' a2 = Aa2, a3 = -A 

bO = A 1 098
0

_ b1 .= A8 1, b2 = A13 2, b3 = A13 3, b4 -A 

Equations (S.19) are effectively net investment equations since the 

dependent variable is a transformation of the change in the capital 

stock. 

When the formulas (S.18) for K* are inserted into the adjustment specifi

cation (S.3), the following investment equations result 
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(5.20) i) 

where the parameters are 

ao = Ö + Alogao' a1 = Aa1, a2 = Aa2, a3 =-A 

bO = Ö + Alogeo' b1 = Ae1, b2 = Ae2, b3 = Ae3, b4 = -A 

The six investment equations defined by formulas (5.17), (5.19) and 
(5.20) are all linear or log-linear in parameters and variables. Hence 
linear estimation methods are applicable for these models. 

If formulas (5.18) for the desired capital stock are directly inserted 
into our basic equation (5.1) of the flexible acce1erator mechanism, a 
non-1 inear investplent equation resul ts. We shall al so try to estimate 
this kind of a relationship using non-linear estimation methods. The 
investment equations are now 

a1 e a2 
( 5.21) i) It = aå[Q~] [(~)] + a3Kt _1 t 

ii) It 
e e1 e e2 e e3 

= e6(Zt) (wt ) (ct ) + b4Kt _1 

where the parameters are 

a6 = AaO' a3 = Ö - A, eå = AeO' b4 = Ö - A 

The case of the flexible accelerator model with a variable (endogenous) 
speed of adjustment is examined empirically using equation (5.11) or its 
equivalent in the case of gross cash flow. The estimation problem will 
also be of a non-linear type when the linearized formulas for K* are 
inserted into equation (5.11). The linearized specifications of the cash 
flow investment model foll 0\'1 when formul as (5.16) for K* are inserted 
into equations (5.14) and (5.15). It can also be argued, however, that 
this straightforward inclusion of the cash flow variable in the invest-
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ment regression effectively implies the direct impact of cash flow on the 

desired capital stock rather than on the timing of investment. 

In the above investment models the arguments of the investment decision 
are derived from the following set of variables: production (or demand), 

the wage rate, the user cost, cash flow and the lagged capital stock. It 
was argued at the end of section 5.4 that a direct 'credit rationing' 

effect might also have a place amonq the determinants of investment. 
Although the formal basis for the inclusion of a proxy for credit 

rationing in the investment regression is rather obscure, we.shall 
nevertheless carry out some experiments using this kind of a variable and 
the experiments will be conducted within the linearized investment 

equations (5.17). The linearized equations are also applied in examining. 
the effect of technical progress on investment. 

The basic motivation for using a number of functional forms in the 

empirical analysis stems from the fact that it is very difficult to 
spec ify a pri ori the pa rame.tri c forms of the underlyi ng functi on s. We 
have noted both in the theoretical discussion and in the preceding. 

discussion of this chapter that the form of the reduced-form investment 
equation is rather sensitive to the parametrization of a number of 

functi~~s. Using different forms of the investment model makes it 
possible to check, at least to some extent, the sensitivity of the 

empirical results with respect to alternative functional specifications. 
The problems associated with non-linear estimation also support our 

choice of using the linear equation as a point of departure in the 
empirical investigation. 

5.5.2 Demand Variables, Expectations Hypotheses and 

Stochastic Specification of the Equations 

Almost all empirical investment studies are agreed that some proxy for 
future output or demand is an important determinant of investment 

decisions. The proxy variables used to measure demand in this study are 

discussed below. We also briefly consider the expectations generating 

mechanisms used in the subsequent analysis. Constructing expectational 
values for explanatory variables is necessary since the arguments of the 

desired capital stock are usually expected values in a nonmyopic model. 
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Finally, we briefly di scuss the basic features of the stochastic specifi
cation of estimating equations. 

The problem with the demand for the firm's output is that it is almost 
unmeasurable. From equation (S.S) it is obvious that what we are looking 
for is a measure of the position of the demand curve which is a variable 
that is truly exogenous to the firm. In the empirical calculations, we 
have tried different proxies for the Z-variable (demand index). The, main 
alternatives were: (l) output of the respective sector, (2) output of the 
total Finnish economy, (3) total aggregate demand or its components of 
the Finnish economy (Le. investment plus consumption or separately), 
(4) sales of the respective sector and (S) variables measuring foreign 
demand as, for example, GDP, industrial production or imports of the OECD 
countries important for Finnish exports. The own output and sales 
variables are problematic since they are constrained by the current 
capital stock and hence are not truly exogenous variables (see also Gould 
1969, Nickell 1978, pp. 284-28S). These two variables were nevertheless 
used as the main candidates for the demand variable but we have also 
carried out a number of experiments with the other possible proxies for 
the demand effects. 

The expected value of output is approximated in the annual models by the 
current or previous per.iod's value. In addition to these simple expecta
tions assumptions, we have also used in the quarterly models expected 
values based on the ARIMA-method, Almon polynomial lag distributions and 
simple moving averages of past values of output. In the 'forward-looking' 
expectations model the appropriate proxy for expected output is con
structed on the basis of the ARIMA-model for output. 

Price variables (w/c, w and c) are, by and large, dealt with in an 
analogous manner to the output and demand variables. However, in both 
annual and quarterly Models we have also tested adaptive and constant 
expectations models for the rate of inflation, which affects the user 
cost variable through the real cost of capital term. Tax parameters, the 
debt-capital ratio and nominal rates of interest are assumed to take 
either the current or the previous period's value. In sUl'1mary, the 
expected values of price variables in the annual investment equations are 
based on the following expectations hypotheses: perfect foresight, 



static, constant and adaptive models. In addition to these four 
hypotheses, we have also tested in the quarterly investment equations 
price expectations based on the ARIMA-method and Almon polynomial la9 
distributions. 
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The other explanatory variables to be tested in the investment equations 
are cash flow and a proxy for credit rationing. For these variables we 

use only very simple expectations hypotheses based mainly on the current 
or the previous period's va1ue and, in the quarter1y e~uations, a1so on 
some 10nger discrete lagged va1ues of these variab1es. 

With respect to the stochastic specification of the estimating equation, 
two important aspects are worth mentioning here. First, at what stage 
shou1d the disturbance term be added to the mode1? Second, the presence 
of a 1agged capital stock in the estimating equations imp1ies that the 
investment equations are re1ated to stochastic difference equations 
through the capita1 stock adjustment equation. We sha11 on1y brief1y 
consider these questions here (see a1so chapters VI and VII). 

The purpose of constructing a mode1 is to systematica11y account for as 
much of the variation in the observations as possib1e. The movements not 

captured by the fitted mode1 are termed residua1s, and if the mode1 is 
reasonab1y adequate these residua1s shou1d be approximate1y random. 
Departure from randomness is usual1y interpreted to mean that the 
maintained mode1 fails to pick up some systematic component in the data, 
and that an attempt should therefore be made to find a better mode1 (see 
also Harvey, 1981, chapter 5). Hence a natural requirement of a good 
model is that its residua1s are random (white noise). This requirement 
can be interpreted to imply that the disturbance term shou1d be added to 
the fina1 reduced-form equation to be estimated. 

However, a1ternative approaches do exist. A disturbance term could be 
added both to the f1exible accelerator model (5.1) and to the formula for 

K*. If these disturbances were assumed to be nonautocorrelated, then the 
reduced-form investment equation wou1d contain seria11y corre1ated 
disturbances (see Harvey, 1982). In that case it might be argued that the 
occurrence of serial corre1ation in the residua1s of the estimated 
equation would not necessarily imp1y that the equation is misspecified. 
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The point of departure here. however, is that the disturbance term is 

added to the final equation and the randomness of the residuals is tested 
with different statistics. Residuals play an important role in procedures 

for detecting structural misspecification. Such procedures usually embody 
a number of test statistics since lack of randomness may manifest itself 

in a number of different ways. The behaviour of the OLS residual sunder 
structural misspecification is also not obvious. For these reasons we 

have employed a number of tests for misspecification in the empirical 

analysi s. 

The investment equations considered in this study are not of the usual 

stochastic difference equation form because the lagged dependent variable 
(I t _1) is not included directly 'in the regressions. Past values of 

investment implicitly affect the equations. however, since the lagged 
capital stock is defined by the e~uation Kt _1 = It _1 + {1-6)Kt _2• and by 

further substitution of Kt _2.etc. all the past values of investment would 
show up in the investment model. The model with Kt -1 as an explanatory 
variable seems to us to be more suitable for estimation purposes than a 
general nth order stochastic difference equation. \~e shall, however, 

recognize the implicit stochastic difference equation form of the 

estimating equations both in the estimation and in the testing procedures. 

Details of the stochastic specification and a description of the general 
strategy of statistical analysis (estimation, diagnostic checking, 
specification tests etc.) used in our ernpirical investigation are 

considered in chapters VI and VII jointly with the estimation results. 
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Notes to Chapter V 

1 Some aspects of investment behaviour neglected in the present analysis 
are as follows: 

(i) Uncertainty: The vast majority of empirical investment studies 
have assumed a certainty environment. The work of Chang and Holt 
is a rare example of an empirical study in which the effect of 
uncertainty is taken into account (see Chang and Holt 1973). For 
theoretical analysis of the effects of uncertainty on the 
investment decision, see Nerlove (1972), Nickell (1978) Pindyck 
(1982), and Abel (1983, 1984). 

(ii) Aggregation: If the economic relationships are linear, aggregation 
is not a serious problem, particularly if the micro units are 
identical (see Nickell 1978). However, in the non-linear case 
it is difficult to develop structural restrictions on the 
aggregate relations correspondinq to those which theory imposes 
on the micro units (see, e.g., Sonnenschein 1972, and Epstein 1983). 
Epstein (1983) and Blackorby and Schworm {1983} have recently 
examined conditions for the aggregation'of the adjustment-cost
based rationalizations of dynamic faetor demand functions. 
However, any empirical work in this field is bound to be based 
on approximation and the role of economic theory is chiefly to 
suggest appropriate independent variables which might also 
explain the investment behaviour of an aggregate of firms (see, 
also, Nickell 1978). 

(iii) Interrelated aspects of factor demand analysis: Firms usually 
possess various adjustment mechanisms which can be used to 
respond to changes in exogenous factors, i.e. prices of 
products, inventories, financial assets, the rate of capacity 
utilizationand all factor inputs (capital, labour, energy etc.). 
The pioneering work in interrelated factor demand analysis 
is that by Nadiri and Rosen (1969) and Brechling (1975). Dynamic 
analysis of interrelated factor demands has recently been 
presented by Berndt, Fuss and \>Javerman (l979), Meese (1980) and 
Epstein and Denny (1983). The interrelated nature of various 
assets (i.e. capital, inventories, financial assets) has been 
examined by Dhrymes and Kurz (1967) and Schramm (1970). 

2 The following authors have provided surveys of econometric and 
theoretical investment studies: Eisner and Strotz (1963), Jorgenson 
(l971) , Rowley and Trivedi (1975), Helliwell (1976) and Nickell (1978). 

3 The d,iscrete time equivalent of (5.!) is lIKt = (l-e-A)(K:t-Kt_l) 

(see Berndt, Fuss and Waverman 1979). The discrete time approximation 
used in our empirical investigation is lIKt = A(K:t-Kt_l} 

, 

This can be justified on two grou~~s. First, it can be shown that A 
is a linear approximation to (1-e ). The use of this approximation 
w.ill reduce the non-linearity of the dynamic model. Second, A would 
be exact if the model were origi~ally formulated in discrete time. 
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4 Our theoretical analysis has been restricted to adjustment costs only 
because of the existence of a monopsony in the capital goods market, 
i .e. to the case of a rising flow supply price of new investment 
goods (external adjustment costs). Furthermore, it has been assumed 
that adjustnent costs are a function of gross investment only. A 
large number of other possibilities have been investigated in the 
adjustment cost literature (see chapter 111). 

5 The endogenous form of the adjustment path was noted earlier by 
Mundlak (1966, 1967). He also emphasized that some important 
impl ications can be drawn from comparative statics theory with 
respect to the dynamics. That is to say, the correspondence principle 
is applied in the other direction. The cornparative statics results of 
an adjustment cost model are crucially linked to the determination of 
the short-run and long-run elasticities of the demand for capital 
with respect to exogenous factors and, in addition, to the lower and 
upper bounds of the adjustment speed. Usually, restrictions,are made 
which guarantee that 0 < A ( 1. 

6 The quadratic specification implies that the optimal solution is 
globally as well as locally valid. The problem with the quadratic 
objective function is that one cannot make use of some well-known 
parametrizations of the production function (CO or CES). It might 
also be argued that the assumption of a quadratic functional form to 
guarantee the global nature of the result is not necessary since 
linearization could be a realistic assumption in the case of capital 
accumulation models. The capital stock usually chan~es relatively 
little from period to period (that is åK/K is 'small') and it might 
be thought that the actual capital stock is always fairly close to 
the next period's,desired level. 

7 Investment models with (I/K) as the dependent variable have been 
estirnated by Chenery (1952), Hayashi (1982), Abel (1980) and Tarkka 
(1983). The (I/K) -transformation would also follow if adjustment 
costs are a functi on of, I/K rather than a fUl1cti on of i nvestment 
itself, see Poterba and Summers (1983). 

8 As Abel (1980) has emphasized, the distinction between a continuous 
and a discrete time model is not a trivial matter (see also Nickell 
1978). In a discrete time formulation, one period expectation is 
always inherently assumed: For example, the simple expression for the 
user cost (c = q{r+ö-g» is equivalent in discrete time to 
qt{rt+ö)-Aqt' where Aqt = qtTl-qt. This implies that the user cost is 
a fut1ction Of, among other thTngs, the price of investment goods one 
period ahead. 

9 If future values of exogenous variables are not assumed to be known 
with certainty, the problem of deriving an empirically tractable 
investment model under dynamic conditions becomes even more 
difficult. Some attempts in this direction have been made by Taylor 
(1970)and Nerlove (1972). 

10 With non-static expe~tations there is a different 'desired ' capital 
stock corresponding to each future period and the problem of precisely 
what firms should aim at is rather complicated (see Nickell 1978). 
Nickell (chapter 11) assumes an imperfectly competitive firm which 



faces a downward-sloping demand curve and adjustment costs of the 
quadratic form, C(I) = bI2. In this framework, the optimal level of 
investment is approximately given by the following equation: 
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1.+ 1-1. i-t, 
where the 'moving average' weights wi are equal to l+~ (I+"P) • The 
adjustment coefficient is 1. and Ki is the desired capital stock defined 
for prices'and demand ruling at time i (i ) t+l). The target capital 
stock is now a power series in the forward differences of K*. Ylith 
stationary expectations, all these future differences are zero and 
the standard flexible accelerator model follows. In this model, the 
firm does not aim at a simple (static) target level of capital stock 
but instead at a level which is the sum of the next period's target 
level and of the exponential weighted sun of the difference of all 
future targets. The determination of the 'moving target' capital 
stock is the basic characteristic of a forward looking investment 
model. For a reeent empirieal applieation of this approach, see 
Sehiantarelli (1983). 

11 In the statie case, the profit funetion to be maximized is 
rr(Q,K,L) = pQ - wL - cK, where c is simply a general expression for 
the eost of eapital. In the intertemporal case, the profit function 
is equivalent to that used in our theoretieal analysis in ehapters 111 
and IV. The intertemporal model provides an explicit formula for the 
user eost of capital. In addition, the user eost of capital services 
will depend upon the adjustment eost term (see, e.g., section 3.2). 
If adjustment costs are of the external form, i.e. they represent the 
rising flow supply curve of investment goods, it is difficult to 
separate an adjustment cost term from the actual price of new investment 
goods. Hence, in our empirieal analysis with the aggregate data it is 
assumed that the market price of new capital goods also includes the 
effeets of adjustment costs (see also Eisner and Strotz, 1963). 

12 Brechling (1975) and Gould (1969) have critized the Jorgensonian 
approaeh since in this model output is by definition endogenous. In 
the Cobb - Douglas ease, the 'correct' speeification of K* would be 

10gK* = constant + l-~-b t - l-~-b log(*) - l:~~b 109(%) 

which is based on the assumption that Q = Aew~aLb, where w is the 
rate of technical ehange (see Breehling 1975). 

13 Equation (5.6c) for K* follows from the following maximization problem: 

max rr = pQ - wL - cK subjeet to (i) Q = AKaLb, p = YOQYlzY2 
{K,L} 

Solving this maximization problem gives the following expressions for 
the coefficients ei in (5.6c): 
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e1 - - (a+b)(1+Y1 )-1 ' e2 

1 - b(1+Y1) 
e3 = (a+b)(1+Y1)-1 

(a+b) (1+Y1 )-1 

/ 

What can be said on a priori grounds about the signs of the 
e. coefficients? The sign of the coefficient of the demand index Z is 
p6sitive provided that Y2 > 0, Y < ° and a + b ( 1, but it may also 
be positive with increaslng retu~ns to scale provided tha-t Y1 is 
sufficiently small. Note that Y1 is the inverse of the price 
elasticity of demand and a + b ~ 1 means that the production function 
has constant or decreasing returns to scale. The sign of the 
coefficient of the own price of capital (i.e. user cost) is always 
negative (e3 < 0) if a + b ~ 1. In the case -1 < Y1 < 0, the sign of 
e3 may be positive if a + b > 1. If it is assumed that a monopolist 
sets the product price in the elastic range of the demand curve, i.e. 
-1 < Y1 < 0, the sign of the coefficient of the wage rate is negative 
if a + b ~ 1. A positive sign for the coefficient of the wage rate 
follows with increasing returns to scale. 

Since in the empirical analysis we use aggregate data of firms it is 
worth considering here also the case of a perfectly competitive 
industry. In a competitive industry, e<luilibrium occurs where the 
industry supply curve cuts the rlemand curve. The elasticity of the 
market demand curve at the equilibrium price may be anything from 
zero to infinity (see Layard and Halters 1978). Thus it is quite 
possible for a competitive industry to be in equilibrium at a point 
where the demand is inelastic; such a situation is not possible for a 
profit-maximizing monopolist. Hence in a competitive industry 
operating in the region where demand is inelastic (i.e. y < -1), 
wage increases will lead to an increased use af capital, f.e. the 
coefficient of the wage rate is positive (with decreasing returns to 
scale). In the case of a monopolistic or competitive industry such 
that -1 < Y1 < 0, increases in the price of labour will decrease the 
amount of capital demanded. This difference arises because of the 
interaction of the scale and substitution effects (see, also, Gould, 
1973). For industries facing an elastic demand curve the scale 
effect will swamp the substitution effect; that is, although capital 
will be substituted for labour (as w increases), the rise in costs 
will reduce output enough to overcome this increase and causes a net 
decline in the demand for·capital. The coefficient of a technological 
change term (Hicks neutral case) is -(1 + Y1)/Y1 with constant 
returns to scale and hence it has the opposite sign of the 
coefficient for the wage rate. This means that an improvement in 
technology in a monopolistic industry or a competitive industry 
facing an elastic demand function will lead to increases in capital 
stock (and in labour input). However, for a competitive industry 

.facing an inelastic demand function, technical change will reduce the 
demand for capi ta 1 (andfor 1 abour) . 

In the case of the CES production function (eq. 5.4ii) with constant 
returns to scale (x = 1), the exact formula for K* can be shown to be 
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1 Y1+y+1 

K* [ c 2] Y1 [B-y{v+(l-v)cr (~)-ycr }] Y1Y 
vYO

(1+Y1)Z vw 

The effect of increasing capital costs is unambiguously negative, 
whereas the effect of an increasing wage rate depends on the sign of 
(cr+n), where n = 1/Y1' If the substitution effect dominates the scale 
effect (output effect), cr + n > 0 and an increase in the wage costs 
will increase the demand for capital (see, al so, Nickell 1978, 
pp. 18-19). In general in the case of non-constant returns to scale, 
the cross price el asti city of demand for capital i s e'1ual to kw (cr + xn) 
where kw is the cost share of labour input, cr = elasticity of 
substitution between K and L, n = elasticity of demand for output and 
x = returns to scale (see Layard and Walters, 1978). 

In addition to the above considerations it should he noted that the 
net effect of wage rate changes on investment also depends upon 
whether the investment equation includes a cash flovl variable through 
which (3I/3w) < 0, and hence the total effect is clearly an empirical 
issue (see, also, section 4.4.2 where the theoretical discussion on 
the cash flow channel is presented). 

It should finally be noted that in equation (5.6c) for K* both the 
wage rate and the user cost are nominal variables. If the underlying 
demand ~urve is interpreted so that p is the ratig of the own Ergduct 
price (p) and the prices of substitute prgducts (p), i.e. p = p/p, 
theo K* depends on the real wage rate (w/p) and the real user cost 
(c/p). In our empirical analysis, we shall measure real factor costs 
in terms of the general (aggregate) output price index, i.e. w and c 
are deflated by p. This choice can be defended on the grounds that we 
use only data from large aggregates of firms in the empirical ana1ysis. 

14 The derivation of the equation (5.6f) for K* in the case of the CES 
production function and the downward-sloping demand curve is rather 
1 engthy and it i s not shown here. The approximate formu1 ~ for K* i s 
obtained by using the Taylor series approximation of the CES function as 

2 
log Q ~ log B + xv 10g K + c(l-v)log L - ~ XYV(1-V)[109~] 

(see, e.g., Wallis 1979). The squared 10garithm of the capita1-labour 
ratio is added to the CD 10g-linear vers;-on and this 1ast terl'l 
indicates the departure from the unit e1asticity of substitution.The 
coefficients of equation (5.8f) are functions of the underlying 
parameters B, v, x, y (production function) and YO' Y1' Y2 (demand 
function) • 

15 In the earlier 1iterature, the distinction between the putty-putty 
and putty-clay investment models was made on the basis of the form of 
the expl anatory vari ab1 es (see Bi schoff, 1971). In the putty-cl ay 
mode1, investment was assumed to depend on the 1eve1 of re1ative 
prices and in the putty-putty mode1 on the change of the re1ative 
prices. This distinction is not va1id, however, when the putty-putty 
model is derived in the context of convex adjustment costs since in 
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this ease investment depends on the level of faetor priees. A typieal 
feature of the putty-elay investment model is that the real rate of 
interest (diseount rate) is defined in terms of wage rate inflation 
(see Ando - f40digliani - Rasehe - Turnovsky 1974 and Niekell 1978). 

16 tJiekell (1978) has suggested that in or:der to eapture the possible 
'eeho' effeets of past eapital stoeks. one should inelude past values 
of investment as additional explanatory variables in an investment 
regressi on. 

17 It might also be argued that it would be reasonable to assume that 
o(le of the effeets of a eapital eost strueture in whieh internal 
funds are ineluded is akin to that of strietly eonvex adjustment 
eosts in whieh the importanee of adjustment eosts depends on the flow 
of funds rel ative to the desired quantity of investl11ent (see Niekell 
1978, pp. 262 - 263). 



CHAPTER VI 

OESCRIPTION OF DATA AND EMPIRICAL RESULTS OF ANNUAL INVESTMENT EQUATIONS 

6.1 Introduction 

The general aim of the econometric analysis is to examine whether the 
investment behaviour of Finnish firms can be explained by the neoclassical 
investment theory. The more specific aims were described at the end of 
section 5.1. Various versions of the neoclassical model will be tested 
empirically as described in the previous section (5.5). Special attention 
is paid to the role of alternative measure's of the user cost of capital 
(see Appendix 1). 

Since the statistical data used in this analysis is described in some 
detail in the Appendices, we shall only briefly consider certain general 
features here. The firms included in this analysis are those operating in 
sectors 2 - 7 according to the standard SIC-classification. These sectors 
cover about 85 per cent of investment in fixed capital by the total 
corporate sector. The remaining part of the enterprise sector has been 
excluded mainly because of data limitations. 

The aggregate sector (A) is disaggregated into two subsectors, namely the 
manufacturing (M) and residual (R) sectors. The residual sector is 
defined as the difference of the aggregate and manufacturing sectors, and 
hence it includes trade and commerce, construction, transportation and 
other service industries. The basic reason for this disaggregation is 
that a priori it can be thought that there exist some important 
differences in the investment behaviour of firms in the M- and R-sectors. 

First, manufacturing can be characterized as an 'open sector', whereas 
the residual sector is mainly a 'closed sector l

• Developments in foreign 
demand (exports) are therefore of importance for manufacturing firms. 
By constrast, the residual sector is mainly influenced by developments 'in 
domestic demand. The second difference between these two sectors is 
related to the capital intensity of production and investment. 
Manufacturing is more capital-intensive than the residual sector, and 
hence 'the capital-labour ratio is higher in manufacturing than in the 
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residual sector. The third difference stems from the fact that the 
average real rate of return on capital has tended to be clearly higher in 
manufacturing than in the residual sector. Moreover, the volatility of 
the rate of return has generally been much greater in the former than in 
the latter sector (see Appendix II). 

These three aspects - the degree of openness, the capital-labour ratio 
and developments in the rate of return - may have significant implica
tions for the investment behaviour of the respective sectors. By dis
aggregating the total data into these two subgroups, we aim to take into 
account in the econometric analysis some important aspects of hetero
geneity among firms in the corporate sector. 

Detailed descriptions of sources of data and of the construction of 
variables and parameters are presented in Appendices 1 - V. Investment, 
capital stock, output and cash flow variables are measured at 1975-prices 
(million FIM). The wage rate variable is measured in markkaa per man
hour. The units in which the user cost is measured are defined as 
follows: Consider, for example, the 1975 figure of 12.30 for 
manufacturing in the case of the c1-variable (Appendix II). This figure 
indicates that the implicit rental cost of one unit of new capital 
selling for FIM 100 is 12.30 per year. The unit of measurement of the 
user cost is not indicated in the tables of Appendices II and V, because 
the user cost is only an index number. This implies that the relative 
pricfr variable w/c ;s measured in markkaa per unit of time. The marginal 
interest rate variables (R~ll and Rt42), which are used as proxies for 
credit rationing effects, are measured in percentage points and hence 
have a different unit of measurement than the other variables. To check 
the effect of the RM-variabl~s when they are expressed in the same unit 
of measurement as other variables, we have also estimated the regression 
equations ;n a form such that the RM-variables are multiplied by K_1• 
This multiplication does not, however, significantly affect the 
estimation results. 

The effect of factor cost variables on investment 1.s of special interest 
in the neoclassical approach. We have chosen to use two forms of the 
factor price variables in the empirical analysis (see sections 5.3 and 
5.5). They appear in the investment equations either in ratio form (w/c) 
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or separately (w/p, c/p). The former case arises from the assumption of a 
vertical demand curve (i.e. cost minimization) and the latter case from 
the assumption of a downward-sloping demand curve (plus profit 
maximization, see table 4). For the user cost variable we have 
systematically used two basic variants (c1 and c2' see Appendix V) for 
all sectors. Since the user cost variable is rather difficult to 
construct and many formulas for it have been proposed both in this study 
and in the investment literature, it did not seem reasonable to rule out 
a priori any basic variant of this variable from the analysis. 

The general formula for the user cost variable is q(ccr+ö), where cCr is 
the real cost of financial capital, ö is the economic rate of deprecia
tion and q is the price index of investment goods (see Appendix V). The 
c1-variable is based on a "rate of return" approach in which the basic 
formula for the user cost is defined by c1 = q(RR/qT+ö), where RR is the 
real rate of return and qT is Tobin's "q"-variable. In this approach, the 
real cost of financial capital is measured by the ratio of rate of return 
to Tobin's "q". Alternatively, the cost of capital can be defined as 
cc = (corporate profits after tax + net monetary interest) / (value of 
securities). In Tobin's "q" approach the value of securities is expressed 
at market prices. In empirical investment studies the value of securities 
is sometimes expressed at current replacement cost. If the numerator and 
denominator in cc are both expressed at current eost, then cc is the real 
cost of capital (see Appendix II; also Coen 1971, Picou and Waud 1973 and 
Holland (ed.) 1984). Basically, the "q" variable should reflect all 
relevant current and future information. Hence it incorporates 
expectations about the firm's future prospects and no explicit modelling 
witn respect to the ra te of inflation, for example, is needed in this 
approach (see, also, Abel 1980). 

The c2-variable is based on a "weighted average" approach where the real 
cost of capital (cc r ) is calculated as a weighted average of the costs of 
different forms of finance, the weights being the corresponding portions 
of finance in total capital (see Appendix V). ln this method of con
structing user cost, an explicit assumption is needed with respect to the 
expectations formation of the rate of inflation as well as with respect 
to other arguments of the cost of capital. It should, however, be 
emphasized that if the weights are based on market values of debt and 
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equity and if the expectations are the same as those implied by the 
"q" -variable, then the two approaches (cl' c2) are essentially the same 
(see Appendices II and V). 

The empirical analysis covers the years 1963 - 1980. Both annual and 
quarterly data are used in the analysis. For all three sectors (M, R 
and A) annual data is used systematically. For the aggregate sector (A), 
we also use quarterly data, which is partly official and partly self
constructed (see Appendix IV). Especially the data used to calculate the 
rental value of capital are available in part only annually. The within
year variations in the quarterly user cost series are therefore interpola
tions from the annual observations. It could also be argued that the 
annual observations provide a more natural basis for analyzing the 
investment behaviour of firms since investment decisions are usually made 
with respect to longer time periods, especially in the case of fixed 
capital outlays. Quarterly investment observations can be regarded as 
being mainly approximations of the quarterly financial (cash flow) 
outlays arising from annual or even longer period investment decisions. 

The quarterly data is seasonally adjusted. The seasonal adjustment has 
been carried out in the construction of the quarterly data for the BOF3 
model (see Suomen kansan~alouden neljännesvuosimalli, Bank of Finland, 
Research Oepartment, Research Papers No. 2, 1983). Quarterly data 'is 
expressed at quarterly rates except in the case of the user cost, which 
has been calculated by using annual rates of cost of capital, 
depreciation rules and the rate 'of inflation. Hence, the method used to 
calculate quarterly values of the user cost rneans that (ccr+o) is 
expressed at annual rate but that q is the quarterly price index of 
investment goods. Although there are problems with the quarterly data, it 
was nevertheless felt that extending the analysis on a quarterly basis at 
the aggregate level, where the most reliable quarterly data are 
available, might provide some more information on the time pattern of 
investment behaviour as compared to the annual data. 
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6.2 Annual Investment Equations 

Sections 6.2 and 6.3 present the estimation results of the econometric 
analysis based on annual time series observations. The first subsection 
(6.2.1) considers the 'encompassing' test results with respect to 
alternative expectations hypotheses of the rate of inf1ation in the user 
cost. The next three subsections present the estimated linear investment 
equations for the three sectors (M, Rand A) under consideration. Section 
6.3 presents the estimation resu1ts of non-1inear investment equations 
for al1 sectors. In sections 6.4 and 6.5 are presented estimates of some 
structural parameters (rate of adjustment, long-run elasticities). 
Section 6.6 considers the effect of some additiona1 variables and 
hypotheses on investment in a11 sectors (credit rationing, technical 
change and replacement hypothesis). Final1y, section 6.7 suwoarizes 
the resu1ts of annua1 investment equations. 

6.2.1 Tests of the A1ternative Expectations Hypotheses 
for the Rate of Inf1ation and User Cost Variables 
in Annua1 Equations 

The expectations hypotheses with respect to the exp1anatory variab1es (Q, 
Z, w/c, w, c, CF and RM) used in the investment mode1s were described in 
section 5.5.2. For al1 of these va~iables, the estimation resu1ts are 
shown either as current va1ues or one-period 1agged va1ues (or as both in 
some cases). In the pre1iminary ana1ysis (not reported here), the 
adaptive expectations hypothesis '.'/as a1so tried for output an~ re1ative 
prices variab1es, but since this hypothesis seemed to point either to 
static or perfect foresight (current period) va1ues of variables (in 
terms of R2 and t-statistics of the estimated equations) we have chosen 
to use on1y these two simple expectations models for further ana1ysis in 
the case of the annua1 data. For the rate of inflation, however, some 
other expectations hypotheses were also tried in the case of the 
c2-variant of user cost. We sha1l next consider the ro1e of various 
expectation hypotheses of the rate of inf1ation in investm~nt equations 
through a specification test based on the 'encompassing' princip1e as 
suggested by Mizon and Richard (1982). The a1ternative c2-variables are 
also compared to the c1-variant of the user cost. 
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The availability of alternative user cost variables as candidates for an 
explanatory variable in the investment equation effectively creates a 
situation of non-nested hypotheses testing. On the basis of the original 
results by Cox (1961), Pesaran (1974) has shown how the problem of 
comparing two linear regression specifications can be solved practically. 
Research since then is summarized by Mizon and Richard (1982). In the 
Mizon - Richard terminology, our problem of comparing two user cost 
variables reduces to the follo~ling two hypotheses: 

where HO corresponds to the c1-variant of the user cost, since it 
proposes that, conditional on the two variants of the user cost, 
i nvestment depends only on w/c1• Simil arly, H1 corresponds to the 
c2-variant of the user cost variable. Alternative variants of c2 in the 
case of different expectations hypotheses for the rate of inflation can 
also be compared with each other or with c1. 

The above formulation of the problem is based on the investment equation 
(5.17i), where the price ratio (w/c) is an explanatory variable. Alterna
tively, this formulation can be based on investment equation (5.17ii), 
where the wage rate (w/p) and the user cost (c/p) appear as separate 
regressors. Both of these investment equations \'/i11 be applied here. 

Cox's original encompassing principle states that one can test HO by 
analyzing its ability to predict what is observed when estimating the 
misspecified (under HO) equation described by H1• Mizon and Richard 
(1982) have shown that the Wald encompassing test of H1 when HO is the 
null hypothesis is the 'orthodox' F-test of d3 = 0 in the equation: 

1 

Encompassing tests are fairly easy to compute in the models under 
consideration here. Tables 5 and 6 show several such calculations. In 
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both tables, the null hypothesis in case 1 is the c1-variant of the user 
cost and the competing hypotheses are based on c2 with different) 
expectations models for the rate of inflation in the cost of caintal" 
variable (see Appendix 1 and IV). Case II in tables 5 and 6 is based o~ 
the null hypothesis that c2 incorporates adaptive expectations of the 
rate of inflation. This expectations hypothesis is then tested against 
other price expectations in c2 and also against c1• 

In a preliminary analysis we have tested the adaptive expectations 
hypothesis with different values for the rate of adaptation (0, 0.1, 
0.2, ••• , 0.9, 1.0). That value of the coefficient was chosen which 
gave the minimum residual sum of squares for the investment equation. The 
values of the adaptation coefficients were 0.5, 0.2 and 0.1 in the M-, R
and A-sectors, respectively, (the search method was used to find the 
'optimum' value of the coefficient, see Maddala, i981, p. 146). 

In table 5 the encompassing tests are carried out in the framework of 
investment equation (5.17;), where w/c is an explanatory variable, while 
in table 6 the tests are based on equation (5.17ii), where w/p and c/p 
are independent variables. The accelerator variable (Q-1) is the same in 
both equations (see sections 6.2.2 - 6.2.4). 

The test results with respect to alternative expectations hypotheses 
about the rate of inflation are quite clear as to which model is more 
data-compatible (see especially case II). When the adaptive expectations, 
model is the null hypothesis, in all cases except one the null cannot be 
rejected. When the roles of the null and alternative hypotheses are 
reversed, the encompassing tests reject all the null hypotheses 
(non-adaptive expectations). These reversal tests are not shown here. 

The test calculations in the case where c1 and adaptive-c2 variables are 
the competing hypotheses are not so clear-cut. When c1 is the null, then 
only in the manufacturing sector (table 5) is the null rejected in the 
case of w/c-models, but in the case of the (w/p,c/p)-models of table 6 
the c1-null is rejected in all sectors. When the roles of the null and 
alternative hypotheses are reversed, the c2-adaptive is rejected in all 
cases except one (table 6). 
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TABLE 5. Encompassing Tests of Competing Expectations Hypotheses for 
the Rate of Inflätion in the User Cost 
(investment equation 5.17i) 

1. Null hypothes i s (HO): c1 F-statistics 

Alternative hypothesis: M R A 

c2/constant price expectations . 0.47 0.01 0.12 
c2/static price expectation~ 0.61 0.46 3.54 
c2/perfect foresight price expectations 0.52 0.33 2.11 
c2/adaptive price expectations 6.12 2.40 2.34 

II. Null hypothesis, (HO): c2/adaptive case F-statistics 

Alternative hypothesis: M R A 

c2/constant price expectations 1. 73 0.02 0.03 
c2/static price expectations 2.32 0.11 2.53 
c2/perfect foresight price expectations 1.99 0.21 2.11 
c1 5.85 11.21 10.68 

Notes: The 95 % value for F(1,13) is 4.67 and the 99 % value is 9.07 
and the respective F(1,12) are 4.75 and 9.33 (table 6). If the 
calculated F-statistics are smaller than these critical values, then 
the null hypothesis is not rejected; otherwise it is rejected. The 
reported test statistics are Wald tests of the restriction that the 
coefficients on the alternative hypotheses of the c-variables are zero. 

TABLE 6. Encompassing Tests of Competing Expectations Hypotheses for 
the Rate of Inflation in the User Cost 
(investment equation 5.17ii, ze = Q-1) 

I. Null ~ypothesis (HO): c1 F-statistics 

Alternative hypothesis: r~ R A 

c2/constant price expectations 0.12 0.25 0.11 
c2/static price expectations 2.56 0.41 3.06 
c2/perfect foresight price expectations 2.11 0.62 2.86 
c2/adaptive price expectations 9.76 6.88 17.58 

II. Null hypothesis (HO): c2/adaptive case F-statistics 

Alternative hypothesis: M R A 

'c2/constant price expectations 0.66 4.03 1. 74 
c2/static price expectations 1.49 1.41 1.09 
c2/perfect foresight price expectations 1.12 2.01 0.86 
c1 1.16 3.35 c 4.35 

Notes: see notes ta table 5. 
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In the light of these encompassing test results, it seems quite 
legitimate to use both basic variants of the user cost (c1 and c2) in the 
econometric analysis. From the alternatives of the c2-variant with 
respect to competing expectations hypotheses about the rate of inflation, 
we have chosen the adaptive expectations model with the above-mentioned 
coefficient values. 

6.2.2 Estimated Equations for the Manufacturing Sector 

The main results of the annual linear investment equations for the 
manufacturing sector are presented in tables 7 and 8. Table 9 presents 
enconlpassing tests of alternative c2-variables and table 10 stability 
tests of some basic investment equations. Additional empirical results 
for manufacturing are presented in the Appendices; see tables A18 - A25. 

In tables 7 and 8 the estimated investment equations are of the 
linearized form (see section 5.5.1). The equations of table 7 are based 
on the assumption of a vertical demand curve (cost-minimization approach) 
whereas t~~ equations of table 8 are derived in the context of a 
downward-sloping demand curve (output is used as proxy for the demand 
index). The equations have been estimated systematically with both 
vari~nts of the user cost (c1 and c2 with adaptive price expectations). 

In order to evaluate the perforluance of the estimated equations, tables 7 
and 8 incorporate the following statistics: estimates of coefficients and 
their t-statistics, goodness of fit (R2), standard errors of the re
gressions (SEE), test statistics for serial correlation (DW and Durbin-m) 
and, when needed, estimates of the autocorrelation coefficient (RHO). The 
estimation method used in each equation is indicated in the column 
labelled EST. 

The calculated test statistics seem to indicate that the DW-test alone 
gives very precise evidence of the presence of serial correlation. The 
generalized Durbin m-test was also used to try to detect whether the 
annual equations contai~ second-order autocorrelation in the residuals of 
equations where the DW-test alerts, but these calculations clearly 
indicated the presence of first-order autocorrelation only. 
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It is well known that autocorrelation in the residuals results in the OLS 
estimators being unbiased but less efficient than e.g. the GLS estimates 
that take account of the autocorrelation (see t4addala, 1981). Also, the 
variances of the estimators are themselves biased. Thus, by using proper 
estimation methods \'1e gain higher efficiency and correct estimated 
variances. We have applied the rule of thumb suggested by Rao and 
Griliches (1969) according to which it is advisable to use an estimation 
method (e.g. Cochrane - Orcutt, Durbin, ~1L etc.) that takes account of 
autocorrelation if the autocorrelation coefficient (absolute value) is 
greater than 0.3 (see Maddala, 1981, p. 283). 

Two estimation methods are used to tackle the autocorrelation problem: 
First, the standard Cochrane - Orcutt (CO) procedure and second, the 
Hatanaka two-step procedure (HAT). The HAT-method is used since the 
CO-method is not usually regarded as applicable in models where the 
lagged endogenous variable and the autocorrelated disturbance coexist 
(see Hatanaka, 1974). The Hatanaka two-step procedure consists of the 
instrumental variable method in the first step and the OLS-method in the 
second step. 1n all sectors our calculations showed that the HAT-method 
yields results which are very close to those obtained with the 
Cochrane - Orcutt procedure. Moreover, it was found that, if OLS is used 
in the first step instead of the instrumental method, the results are 
practically unchanged. 

1n addition to the OLS, CO and fiAT estimation methods, we have also used 
the two-stage least squares (TSLS) method. The~son for this is that 
the output variable can be regarded as endogenous since it depends upon 
the current capital stock (see, e.g., Gould, 1969 and Hall, 1977). The 
instruments which were used in the TSLS procedure are listed in table A18. 
Our results show that the TSLS-method produces estimates which are very 
close to the OLS-estimates and hence the endogeneity problern of the 
output variable does not seem to be severe. 

\~e shall next consider the general features of the estimation results in 
the manufacturing sector. Encompassing tests are then presented for 
alternative c2-variables and finally some stability tests are calculated 
for the basic equations of tables 7 and 8. 
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We consider first the estimation resu1ts af table 7, where the 
exp1anatory price variab1e is in the ratio form (w/c). In terms of 
goodness of fit (R2 and SEE) and p1ausibi1ity of the coefficient esti
mates (signs and t-statistics), these equations seem to perform rather 
we11. The most noticeab1e feature of the w/c-mode1s is that the coef
ficient estimates of the two user cost variab1es differ very signifi
cant1y. The c1-variab1e gives a much higher va1ue for the coefficient of 
the factor price ratio than does the c2-variab1e. Estimates of 
coefficients of other exp1anatory variab1es seem to be practica11y 
unaffected by the choice of the relative price variab1e. 

The basic difference in the deve10pment of the w/c1 and w/c2 variab1es 
stems from the fact that the c1-variab1e grows very 'smooth1y' in time 
and hence the re1ative price w/c1 is also a fair1y stably rising series 
(in 1963 - 1980). By contrast; the c2 variab1e with adaptive price 
expectations dec1ines tO'a very low 1eve1 in the years after 1974 (it 
even takes some negative values) because of theacce1eration of the rate 
of inflation, which reduces considerab1y the rea1 cost of financial 
capita1 (see Appendix V). This decline in the c2-variab1e is main1y due 
to the decrease in the rea1 va1ue of debt amortizations and interest 

\ 
expenses caused by the rise in the rate of inf1ation and to the a1most 
free depreciation a110wances for tax purposes granted to Finnish manu
facturing firms during 1976 - 1979 (see chapter II for theoretica1 
discussion and Appendix 111 for tax parameters). Since the price variable 
is in ratio form (w/c2), the time pattern of c2 causes 1arge f1uctuations 
in the w/c2-variab1e and thus the coefficient of this variab1e takes'a 
rather low, a1beit significant, value. 

The w/c2-variab1e behaves simi1ar1y in a11 three sectors (M, Rand A), 
a1though the f1uctuations are 1ess pronounced in the R- and A-sectors 
than in manufacturing, and it undoubted1y raises the question of the 
stability of the investment equations, especia11y after the 'oi1 crisis' 
~n 1974 when the acce1eration of the rate of inf1ation started. 



Table 7. Annual EstillBtion Results of Linear Inves1rrent Equations for Marufacturing (eqs. 5.14, 5.15, 5.17i) 
(1) (2) (3) (4) (5) (6) (7) (8) (9) (1O) (11) (l2) (13) 

constant 1.281 1.078 2.296 2.275 1.136 0.871 2.090 2.113 2.615 2.588 4.089 1.500 3.628 1-' 
<D 

(1.55) (1.23) (3.97) (3.91) (1.24) (0.96) (2.50) (2.52) (4.98) (4.89) (2.29) (2.90) (1.85) <Xl 

Q 0.450 0.605 0.304 0.346 
(3.54) (3.91) (2.50) (2.60) 

Q-1 0.626 0.595 0.352 0.217 0.634 0.608 0.512 0.547 0.415 
(6.20) (5.38) (1.78) (l.37) (6.26) (5.47) (5.86) (5.01) (2.37) 

(w/q) 4.113 5.434 1.691 1.620 1.827 1.567 
{2.11} (2.53) (1.45) (1.37) (1.64) (1.46) 

(W/C2) 0.005 0.006 0.018 0.017 0.027 0.028 . 0.025 

C~l 
(0.27) . (0.30) (1.52) (1.45) (4.01) (3.13) (3.54) 

0.277 
(1.59) 

C~l 0.334 0.087 
(1.94) (0.65) 

K-1 -0.281 -0.400 -0.319 -0.300 -0.184 -0.114 -0.103 -0.128 -0.283 -0.269 -0.251 -0.260 -0.193 

~ 
(2.66) (3.17) (4.67) (4.07) (1.71) (0.93) (1.42) (1.61) (4.89) (4.24) (4.18) (3.59) (1.78) 
0.595 0.552 0.795 0.794 0.815 0.829 0.469 0.464 0.798 0.797 0.870 0.700 0.863 

SEE 727.3 764.9 517.3 519.1 491.8 472.7 833.1 836.9 513.8 515.0 382.1 407.8 390.9 
~ 1.25 1.34 1.85 1.78 2.24 2.37 0.76 0.76 0.82 0.80 1.32 1.26 1.48 
D-m 0.47 0.39 0.02 0.04 -0.38 -0.40 0.90 0.90 0.85 0.86 0.23 0.35 0.20 

(2.11) (l.11) {0.06} (0.11) (LOI) (1.21) (3.36) (3.37) (2.83) (3.09) (0.90) (1.17) (0.78) 
RfIl 0.74 0.68 0.74 

(5.69) (S.60) 

EST (1.$ TSLS (1.$ TSLS (1.$ (1.$ CLS TSlS CLS TSLS CO HAT CO 

Note: Equations 1, 3, 5, 6, 7, 9 are estillBted by (1.$. eqJations 2, 4, 8, 10 by TSlS, eqJations 11 and 13 by CO (Cochran 
- Orcutt) and equation 12 ~ HAT (Hatanaka oo-step IlEthod). The list of instnmmts used in TSlS is presented in 
tab 1 e Al8 (see Appendi ces). CF9 i s gross cash fl 0tI and CfTl i s net cash fl 0tI. The å:!pendent vari ab le 1 and i ndepen-
dent vari~les Q, CF and K are expressed in million FIM (at 1975 prices). Constant and (w/c) variables are 1TU1tip-
lied by 1 • D-m indicates Durbin's autocorrelation statistic (m-statistic), Rf{) is the first-order autocorrelation 
coefficient, t-ratios are shOtln in parentheses and SEE is the standard error of the regression. In the case of CO-
method R2 is at the original level of variables, in the case of HAT-method it is at the transfonred level. 



Table 8. Jlnnual Estimation Results of Linear InvestIrent Equations for Marufacturing (eqs. 5.14, 5.15, 5.17i;) 

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) 

constant 6.098 4.006 3.025 6.445 6.667 4.846 4.843 5.224 6.867 3.798 4.073 3.685 
(2.81) (3.09) (2.30) (6.62) (6.61) (5.95) (5-.94) (8.53) (7.41) (3.75) (8.77) (6.86) 

Q 0.478 0.401 0.467 
(3.39) (5.39) (5.55) 

Q-1 0.630 0.309 0.549 0.550 0.559 0.556 0.319 0.283 0.266 
(5.89) (1.52) (6.55) (6.18) (8.88) (8.01) (1.95) (3.55) (3.14) 

(w/p) -0.261 -0.155 -0.230 0.559 0.559 0.277 0.276 0.422 0.488 0.202 0.492 0.443 
(0.69) (0.58) (0.93) (1.95) (1.89) (1.10) (1.09) (1.92) (1.40) (0.83) (3.43) (3.25) 

(q/p) -0.365 -0.123 -0.156 
(1.93) (1.13) (1.52) 

(C2/P) -0.162 -0.170 -0.086 -0.086 -0.097 -0.101 -0.082 -0.101 -0.091 

C~l 
(5.12) (5.15) (3.15) (3.14) (4.56) (3.70) (3.15) (8.02) (7.01) 

0.331 0.234 0.291 
(1.80) (1.60) (4.03) 

C~l 0.303 
(3.98) 

K-1 -0.083 -0.218 -0.027 -0.465 -0.507 -0.392 -0.393 -0.460 -0.485 -0.246 -0.336 -0.292 

~ 
(0.57) (1.97) (0.28) (3.69) (3.86) (3.75) (3.73) (5.13) (3.50) (1.82) (4.90) (3.80) 
0.561 0.775 0.808 0.812 0.801 0.860 0.860 0.869 0.910 0.875 0.928 0.927 

SEE 757.3 542.5 500.9 495.0 509.6 427.8 . 428.0 396.7 412.8 404.4 281.6 284.2 
DW 1.17 1.65 2.07 . 2.29 2.20 2.49 2.50 2.00 • 1.93 2.98 2.47 2.44 
D-m 0.51 0.21 -0.11 -0.27 -0.49 -0.56 -0.57 -0.08 0.02 -O~77 -0.31 -0.29 

(2.67) (0.42) (0.23) (0.49) (1.13) (1.38) (1.39) (0.10) (0.09) - (2.68) (1.47) (1.30) 
RJ{) -0.40 -0.47 -0.78 -0.77 

(1.83) (4.92) (4.90) 

EST (1S (1S (1S (1S TSLS a..S TSLS CO HAT a..s CO CO 

Note: In the E!<J.Iations of table 8, ze = Ot or Qt-1' Equations with other proxies for Ze are presented in the Appendic~s, 
see table Al9. 

~ 
~ 
~ 
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Cash flow variables perform quite well in the mode-ls of the f;l-sector 
although they are only I moderately I significant. Several versions of cash 
flow - net and gross measures, current and lagged values - were tried and 
i t turned out that the estimati on resul ts are not very sensiti ve to the 
choice of the CF-variable, except that gross cash flow seems to lower the 
coefficient on the output variable (this phenomenon is observed in all 
three sectors). In general, the net concept of cash flow, i.e. retained 
earnings, might be regarded as preferable since it causes less multi
collinearity problems than the gross cash flow concept (the correlation 
between CFg and Q is about 0.80 but only 0.10 between CFn and Q). 

Table 8 presents estimation results in the case where the real wage rate 
(w/p) and the real user cost (c/p) appear as separate explanatory 
variables. Lagged output (Q-1) is used as a proxy for the demand variable 
in these models. In terms of goodness of fit and significance of the 
coefficient estimates, these equations seem to perform somewhat better 
than the w/c-models. It can also be noted that the c2-variant of user 
cost performs clearly better than the c1-variant (in terms of R2 and 
t-statistics). In these models, the efficiency of estimates seems to 
increase significantly when the autocorrelation of the residuals is 
corrected by either the Cochrane - Orcutt or Hatanaka procedures. Cash 
flow variables are also highly significant in these equations. The sign 
of the coefficient of the wage rate variable is positive. The various 
possible explanations for a positive sign were discussed in note 13 to 
chapter V (see also section 6.5). It should be noted that the net effect 
of a wage increase on investment is ambiguous since in addition to a 
positive effect (substitution effect) the wage increase also reduces cash 
flow (negative liquidity effect). 

The use of TSLS, on the other hand, has very little effect on the 
coefficient estimates. Since the equations of table 8 are based on the 
assumption that firrns face a dov~nward-sloping demand curve, the accelera
tion variable should be a truly exogenous demand index (see sections 5.3 
and 5.5.2). As mentioned in section 5.5.2 we have also used other proxies 
for the exogenous demanä index. Two variables are used to try to capture 
the effects of foreign dernand (see table A19), namely the volumes of 
industrial production and imports in five OECD countries important for 
Finnish exports. The other demand proxies are manufacturing sales, total 
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Finnish GDP and measlIres of aggregate demand in Finland (eonsumption plus 
investment (plus exports)). 

The estimation results (table A19) elearly indieate that the ehoiee of 
the demand. proxy does not have mueh effeet on the eoeffieient va1ues of 
other variables (\,/age rate, user eost, eapita1 stoek). In addition, all 
these demand proxies have a positive sign and they imply a 10ng-run 
elasticity of somev/hat 1ess than one for the demand for eapital with 
respeet to expeeted output der,land. Proxies measuring 'foreign demand' do 
not, however, perform as well as proxi es for I domesti e dernand I pressures. 
In terms of R2, the best resu1ts are obtained by using GDP or aggregate 
demand of the tota1 Finnish eeonomy, but the resu1ts with these proxies 
are very similar to those obtained with lagged output. We may henee 
eone1ude that, despite the a priori suspicions concerning the output 
variab1e, it might nevertheless be a fair1y good proxy for expected 
demand pressure in the manufaetllring seetor. 

In tab1e A20 the estimation results of the manufaeturing investment 
models are presented for alternative funetiona1 forms in which å10gK and 
I/K_1 are dependent variables. These functiona1 forrns can be app1ied on1y 
in the ease of the cl-variable sinee the c2-variable ean take negative 
values. These alternative equations perform very simi1ar1y to the basic 
linear mode1s and henee the linearization proeedure seems to give a 
re1iable approximation of the under1ying 10g-linear or non-1inear 
investment mode1 (see a1so section 6.3 where tru1y nonlinear models 
are estimated). The sensitivity of the long-run elastieities of desired 
capita1 with respeet to priee and output variables within different 
functional speeifieations is diseussed in seetion 6.5. 

In sum, it seems that in the manufaeturing seetor the best performing 
equations are of the form where the rea1 wage rate and the real user eost 
enter as separate arguments and the user eost is of the seeond type (e2). 
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Encompassing tests of competing c2-formulas 
in the manufacturing sector 

In the inVestment equations of tables 7 and 8 we have used the standard 
formula of the c2-variant of the user cost (see Appendix V). The tax 
depreciation coefficient is of the 'average' form, the discount rate is 
the 'corrected' interest rate on state bonds and new equity issues are 
excluded as a source of finance in the standard c2-measure. Table 9 
presents encompassing test results for competing c2-variables when the 
null hypothesis is the standard c2. The first case (1) is based on the 
(w/c)-investment models and the second case (II) on the 
(~I/p ,c/p )-i nvestment model s. The methodology underlyi ng the encompassi ng 
principle was described above in section 6.2.1. All the c2 variables 
used in table 9 are based on adaptive price expectationswith a 
coefficient 0.5 (see section 6.2.1). 

The alternative c2-measures are as follows: 

c21 : standard c2 with a tax depreciation coefficient equal to the 
book value of that coefficient (see Appendix 111, table AIO) 

c22 : standard c2 'with the present value of tax depreciation charges 
(z) equalling the marginal value; in the years 1963 - 1975 
c22 = c2, but since" 1976 the z-variable used in c22 has been 
almost 1 and hence c22 * c2 (see Appendix 111, table AlI) 

c23 : c2 also includes new equity issues as a source af finance and 
hence personal tax factors- are integrated in the standard 
c2 (see Appendix 1 equation A8 and Appendix II! for the values 
of the tax discrimination variable e and the proporti9n (n) of 
new issues in total finance) 

c24 : q(r+6_ge), which corresponds to a tax-neutral case where ge is 

the expected rate af inflatian on an adaptive basis 
c25 : q(r+6), which is based on the assumptions of a zero rate af 

inflation and tax neutrality 
c26 : standard c2 with the interest ra te on state bonds used directly 

as the discount rate (see Appendix II) 
c27 : standard c2 with the average (constant) earnings price ratia 

used as a proxy for the discount rate (see Appendix II) 



TABLE 9. Encompassing Tests of Competing Measures of the User Cost 
Variable in the Manufacturing Sector 
(investment equations 5.17i and 5.17i1) 

1. Equation 5.17i; null hypothesis: c2 = standard formula 

Alternative hypothesis: F-stati sti c 

c21/book value of depreciation coefficient 
c22/marginal value of depreciation coefficient 

0.44 

c23 /c2 includes personal taxes (cost of new equity) 
c24/tax-neutral c2 with adaptive price expectations 
c25/tax-neutral c2 with zero rate of inflation 
c26/interest rate on state bonds as discount rate 
c27 /average (constant) earnings-price ratio as discount rate 

18.13 
0.59 
3.07 
0.68 
0.98 
1.03 

II. Equation 5.17ii; null hypothesis: c2 = standard formula 

Alternative hypothesis: F-statistic 

c21 /boOk value of depreciation coefficient 0.24 
c22/marginal value of depreciation coefficient 0.26 
c23/c2 includes personal taxes (cost of new equity) 0.34 
c24/tax-neutral c2 with adaptive price expectations 0.06 
c25/tax-neutral c2 with zero ra te of inflation 0.98 
c26/interest rate on state bonds as discount rate 0.46 
c27 /average (constant) earnings-price ratio as discount rate 1.32 
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Notes: See tables 5 and 6. The 95 % value of F(1,13) is 4.67 and the 99 % 
value 9.07. 

The results of the encompassing tests indicate that the null (standard 
c2) hypothesi s cannot be rejected, except i n one case. \~hen the al terna
tive hypothesis is the c22-variable in the case of the.w/c-investment 
model, the null is rejected. These encompassing test results have some 
rather interesting implications with respect to the effects of tax 
factors on the investment behaviour of manufacturing firms. 

First, firms seem to base investment decisions on statutory (maximum) 
depreciation rules, either in average or marginal form, and the book 
value of the depreciation coefficient is not the appropriate basis, 
although in the 1970s it was almost continuously be.low the statutory 
values (see Appendix 111). Second, personal taxes do not seem to 
significantly affect the investment policy of manufacturing firms, 
implying that only taxes levied at the corporate level are important in 
assessing the tax system's impact on capital formation (Poterba and 
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Summers (1983) have presented evidence to the contrary using U.K. 
investment data). Third. tax-neutral measures of the user cost are 
inferior to those including corporate tax factors. thus confirming the 
preceding conclusion. Fourth. investment polic'y is not very sensitive to 
the choice of the discount rate (see c26 and c27 ). 

Summarizing these encompassing tests. it can be concluded that our basic 
choice of the second variant of the user cost (standard c2) seems to 
represent a reasonably good measure for use in further analysis of the 
manufacturing sector's investment behaviour. 

Stability tests of investment eguations in the rnanufacturing sector 

It was already noted in the preceding discussion of the manufacturing 
investment equations that the problems arising with the c2-variant of the 
user cost. especia11y in the mode1s where the factor price ratio (w/c) is 
an explanatory variable. might be connected with the rapid increase in 
the rate of inf1ation after the 'oi1 crisis' in 1974. Since our estima
tion period 1963 - 1980 is rather long and a number of significant 
institutiona1 changes took place during this time both in the interna
tiona1 and domestic markets. it is of special importance to try to check 
whether the coefficients of the investment equations should be regarded 
as invariant over time or not. For this purpose we have conducted a 
number of stabi1ity tests which are presented in table 10. 

For the most part, the stabil i ty tests were conducted for the estimated 
equations without the correction for first-order seria1 correlation. The 
term stabi1ity is defined here in the statistica1 sense of the estimated 
coefficients of the exp1anatory variables remaining constant over time. 
The tests used in table 10 are thoroughly described in Brown, Durbin and 
Evans (1975), Cameron (1979). Uri (1982), Koskela and Viren (1982). All 
the tests emp10yed here are inc1uded in the RAL-program used at the Bank 
of Fi n1 and. 
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TABLE 10. Stability Tests of Annual Linear Investment Equations 
(Manufacturing Sector) 

Table No./ F- H CB CF C2 C2 Chow DW 
Equation No. B F 

7/3 F(4,10)=1.053 0.674 0.496 0.297 0.302 F(4,10)=0.936 1.85 
7/15 F(5,8) =1.844 0.712 0.343 0.414* 0.344* F(5,8) =0.618 2.24 
7/9 F(4,10)=7.049* 1.183* 0.728 0.200 0.544* F(4,10)=1.402 0.82 
A20/1 F(4,10)=0.349 0.549 0.315 0.236 0.180 F(4,10)=0.493 1.98 
A20/2 F(4,10)=0.590 0.577 0.334 0.229 0.186 F(4,10)=0.676 1.85 
8/2 F(5,8) =5.432* 1.123* 0.867 0.581* 0.622* F(5,8) =6.233* 1.65 
8/6 F(5,8) =0.344 0.464 0.322 0.314 0.257 F(5,8) =0.807 2A9 
8/10 F(6,6) =0.493 0.298 0.269 0.421* 0.324 F(6,6) =0.390 2.98 
8/11 F(6,6) =1.232 0.489 0.303 0.201 0.352* F(6,6) =1.083 2.23 

Notes: Critical values of test statistics 
C2 C 2. F(4,10) F(5,8) F(6,6) CB,F 7 6 

5 % 3.48 3.69 4.28 0.948 0.339 0.355 
1 % 5.99 6.63 8.47 1.143 0.433 0.454 

Equations \'/ith F(4,10) correspond to C~ and those with F(5,8) to C~. 
*) implies that the test statistic exceeds the critical value at the 
5 per cent significance level and hence the null hypothesis of stability 
is rejected. A20/1 refers to equation 1 in table A20 in the Appendices etc. 

In table 10 the test statistics are as follows: (1) F-H is the 
.Farley-Hinich test with first degree tir.1e-trending regressions and, if 
~e basic model is Yt = bXt + ut ' then the time-trending model is 
y~ = (bo+b1t)Xt + ut ; (2) in the CUSUM- and CUSUM - SQUARES -tests the 
lett~rs B and F indicate whether recursive residuals have been calculated 
on th~ basis of background or forward-forecast errors, respectiveJ~; 
(3) in the CHOW-test the time period is split into two segments 
(1963-72) and (1972-80) and the test statistic is the standard F-test. 

These tests differ in terms of their power and alternative hypothesis 
Lsee, e.g., Harvey, 1982 and Cameron, 1979). However, they can also be 
regarded as a test for general misspecification without reference to any 
particular type of specification error (see Harvey, 1982). It is usually 
also rather difficult to specify exactly the alternative hypothesis in 
aggregated data (see Cameron, 1979). These stabil ity tests are typi ca lly 
also tests for the stability of the whole regression relationship, and 
hence the source of variability is not easily identified. For these 
.reasons we have not tried to detect the possible alternative hypothesis. 
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but instead have used these stability tests as gen'era1 tests against 

misspecification. 

Before considering the forma1 stabi1ity tests, we have conducted some 
informa1 comparisons of graphs of the parameters and Quandt's 10g-
1ike1ihood ratios over time. Such informa1 comparisons can give usefu1 
information about the stabi1ity itse1f and about the point in time when 
any shift in the regression relation might have occurred. HO\'/ever, the 
informal inspection is not very revea1ing in the case of annua1 data with 
a rather sma11 samp1e size and hence no graphs are presented here for the 
annua1 data. 

The forma1 stability tests for the most important manufacturing invest
ment equations are presented in tab1e 10. The general conc1usion of these 
tests is c1ear1y that the nu11 hypothesis of parameter stabi1ity is not 
rejected. On1y in a few cases do the test statistics exceed their 
critica1 va1ues, imp1ying the rejection of the null. 1n these few cases 
it is a1so evident that the coefficient estimates are not precise (low 
t-va1ues) and/or that the autocorre1ation correction has not succeeded. 
Hence, the stability tests are' not very helpfu1 for discriminating 
between competing hypotheses (measures of c, functiona1 forms and demand 
regimes). 1n the cases where DW and Durbin's m-statistics suggest that 
there is first-order autocorre1ation in the residua1s, the significance 
1eve1s fo~ the test statistics shou1d be considered,with due care (see 
Cameron, 1979). 

The stability hypothesis is rejected in more than one test main1y in the 
case of the c2-vari ant of the user cost i,n the w/c-type i nvestment 
equation. As was a1ready noted above, it is 1ike1y that there are 
prob1ems in correct1y mode11ing the change in price expectations after 
the 'oil crisis' in 1974 and this might be reflected in the 'instability' 
of the investment equations based on the price variab1e w/c2• 1nvestment 
equations which inc1ude the rea1 wage rate (w/p) and the rea1 user cast 
(c/p) as separate exp1anatory variab1es do not suffer significant1y from 
this prob1em. Hence it can be argued that the stability tests conducted 
here support.the downward-sloping demand curve version of the investment 
equation in the manufacturing sector (i.e. w/p and c2/p as separate 
a rgurlents ) • 
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6.2.3 Estimated Equations for the Residual Seetor 

The estimation results of the linear investment equations for the 
residual seetor are presented in tables 11 and 12. Table 13 shows 
eneompassing tests of alternative user eost (e2) variables and table 14 
stability tests. Additional empirieal results for the residual seetor are 
presented in the Appendiees; see tables A18 - A25. 

Tabl e 11 shows i nvestment equati ons \'ihi eh i neorporate the pri ee 
ratio (w/e) as an explanatory variable. It ean be noted that in terms of / 
goodness of fit (R2 and SEE) and signifieanee of eoefficient estimates 
(t-statistics) these equations perform quite well. The results are 
reported with'both eurrent and lagged output as an aceelerator variable 
sinee the models with a lagged value have a rather high DW statistie. As 
in the ease of the manufaeturing seetor, the equations ineorporating the 
c1-variant of the user cost perform better'than those \'/ith the c2-variable 
but the difference between the coefficient estimates of (w/c1) and (w/c2) 
is smaller in the R-sector than ~n the M-sector. The problems eonnected 
with the w/c2-variable are similar to those observed in the H-sector 
except that the e2-variable behaves much more 'smoothly' in the R-sector 
than in the M-sector. Furthermore, the e2-variable of the residual sector 
does not decrease after 1974 as i n the case of the 11-sector, partly due 
to the fact that firms in the residual sector were not entitled to 'free 
depreciation' after 1976. 

From the results presented in table 11 it ean be seen that the relative 
price variable (w/c) is more signifieant in the residual than in the 
manufact~ring sector (see table 7) and that the coefficient of the 
(w/c)-variable is much higher in the former than in the latter sector (a 
comparison of the long-run price elasticities of desired capital is 
presented in section 6.5). Alternative estirnation methods indicate 
that the results are not very sensitive to the choice of the estirnation 
procedure (OLS, CO or TSLS). Contrary to the results for the 
manufacturing sector, the cash flow variable is not usually significant 
in the residual sector and it can even take a negative coefficient value. 



Table 11. Anrual Estil1Btion Results of Linear Inves1:lTEnt Equations for the Residual Sector (eqs. 5.14, 5.15, 5.17i) 

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) N 
0 
00 

constant -1.848 -1.654 -1.813 -1.721 -1.834 -2.521 -1.815 -0.215 0.262 -0.845 -0.940 -1.288 -1.061 
(3.07) (2.61) (4.11) (3.73) (5.75) (5.34) (2.48) (0.26) (0.30) (1.28) (1.65) (1.52) (1.17) 

Q 0.260 0.155 0.526 0.443 
(2.75) (1.42) (6.14) (4.66) 

Q-1 0.478 0.380 0.515 0.519 0.478 0.709 0.725 0.725 0.702 
(4.94) (3.10) (6.26) (5.56) (4.68) (8.59) (11.34) (10.60) (7.98) 

(w/c1) 7.722 9.049 5.394 6.541 4.762 4.691 5.397 
(4.47) (4.77) (3.66) (3.77) (3.70) (3.14) (3.50) 

(w/c2) 0.836 0.868 0.402 0.3!:l> 0.388 0.444 

C~l 
(2.80) (2.81) (1.67) (1.76) (1.62) (1.63) 

0.083 
(0.48) 

CF9 0.087 

-0182 
(0.36) 

1<..1 -0.138 -0.121 -0.164 -0.184 -0.184 -0.182 -0.149 -0.120 -0.198 -0.203 -0.203 -0.200 

R2 
(5.14) (4.20) (7.58) '(5.92) (10.59) (9.86) (7.26) (4.27) (3.16) (6.53) (9.09) (8.64) (6.29) 
0.913 0.905 0.951 0.948 0.947 0.972 0.947 0.864 0.855 0.920 0.914 0.953 0.915 

SEE 470.0 4!Äl.1 352.3 364.7 336.9 350.3 365.6 586.4 605.5 450.1 433.8 451.5 464.7 
DW 1.53 1.74 2.66 2.49 1.96 1.93 2.66 1.62 1.57 2.62 2.11 2.11 2.59 
D-m 0.43 0.38 -0.49 -0.41 -0.04 0.04 -0.47 0.24 0.32 -0.40 -0.09 -0.63 -0.39 

(1.13) (1.23) (1.66) (1.48) (0.11) (0.05) (1.64) (0.71) (1.05) (1.36) (0.28) (0.72) (1.37) 
R!{) -0.42 -0.44 -0.38 -0.38 

(1.76) (1.59) 

ESf OLS TSLS OLS TSLS CO HAT OLS a..S TSLS OLS CO HAT OLS 

Note: See table 7. 
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TABLE 12. Annual Estirnation Results of Linear Investment Equations 
for the Residual Sector (eqs. 5.14, 5.15, 5.17ii) 

constant 

o 
0-1 
(w/p) 

(q/p) 

(C2/P) 

CF~l 

CF~l 

LI 

R2 
SEE 
DW 
D-m 

RHO 

EST 

(1) (2) (3) (4) (5) (6) (7) (8 ) (9) 

5.594 3.564 3.965 4.341 2.462 1.538 1.655 1.442 1.595 
(1.89) (0.91) (1.83) (2.56) (1.85) (1.47) (1.53) (1.36) (1.50) 
0.151 0.397 0.085 

(0.78) (1.08) (0.50) 
0.475 0.595 0.429 0.367 0.483 0.502 

(3.41) (5.80) (3.29) (2.11) (3.28) (3.13) 
1.023 2.239 0.541 0.272 1.066 0.537 0.643 0.570 0.546 

(2.22) (2.64) (1.98) (1.41) (2.61) (2.14) (2.03) (2.22) (2.15) 
-0.668 -0.420 -0.528 -0.557 
(2.35) (1.09) (2.60) (3.54) 

-0.174 -0.141 -0.144 -0.113 -0.123 
(3.05) (3.23) (3.25) (2.07) (2.48) 

-0.220 
(0.83) 

0.228 
(0.80) 

-0.168 -0.222 -0.193 -0.181 -0.196 -0.209 -0.207 -0.224 -0.242 
(3.88) (3.60) (6.59) (9.57) (5.35) (8.16) (8.08) (7.09) (4.97) 
0.898 0.834 0.943 0.978 0.915 0.952 0.951 0.950 0.950 

509.0 649.5 381.1 341.8 463.7 349.9 351.1 354.3 354.9 
1.33 1.06 2.56 2.36 1.30 2.29 2.10 2.39 2.36 
0.40 0.77 -0.41 -0.30 0.39 -0.25 -0.21 -0.40 -0.38 

(1.21) (2.61) (1.52) (0.99) (1.20) (0.63) (0.50) (1.12) (1.10) 

OLS TSLS OLS 

-0.47 
(1. 60) 

co OLS OLS TSLS OLS OLS 

Note: See tables 7 and 8. In the equations of table 12, Ze = Ot or Ot-1' 
Equations with other proxies for Ze are presented in the Appendices, 
see table A19. 

Table 12 presents the residual sector's investment equations in the case 
of the downward-sloping demand curve with the real wage rate (w/p) and 
the real user cost (c/p) as separate explanatory variables. These 
equations seem to perform slightly better than the w/c-models but the 
d ifference bet~/een these two types of i nvestment mode 1 i s now much sma 11 er 
than in the ~4-sector. Both variants of the user cost (c1 and c2) seem to 
do almost equally well in the residual sector although there is some 
difference in the coefficient values of the wage rate and the user cost. 
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TABLE 13. Encompassing Tests of Competing Neasures of the User Cost 
Variable in the Residual Sector 
(investment equations 5.17i and 5.17ii) 

1. Equation 5.17i; null hypothesis: c2 = standard formula 

Alternative hypothesis: 

c21/book value of depreciation coefficient 
c24/tax-neutral c2 with adaptive price expectations 
c25/tax-neutral c2 with zero rate of inflation 
c26/interest rate on state bonds as discount rate 

F-statistic 

0.25 
2.14 
1.93 
1.82 

II. Equation 5.17ii; null hypothesis: c2 = standard formula 

Alternative hypothesis: 

c21/book value of depreciation coefficient 
c24/tax-neutral c2 with adaptive price expectations 
c25/tax-neutral c2 with zero rate of inflation 
c26/interest rate on state bonds as discount rate 

F-statistic 

0.49 
2.67 
0.83 
1.94 

Notes: See table 5. The 95 % and 99 % values of F(I,13) are 4.67 and 
9.07, respectively (case 1). The 95 % and 99 % values of F(I,12) are 
4.75 and 9.33, respectively (case II). 

As in the manufacturing sector, we have also used other proxies for 
foreign and domestic demand as an accelerator variable in the R-sector 
(see table AI9). The foreign demand proxies do not perform well in this 
sector (the sign of the coefficient of foreign demand may even be 
negative) but the domesti.c demand proxies all perform very well (eqs. 7-9 
in table AI9). As in the M-sector, the coefficient estimates of the price 
variables are not, however, much affected by the choice of the demand 
variable. In sum, it seems that the 'closed' residual sector is more 
dependent upon domestic demand, which seems to be reasonably well 
approximated by the output variable. 

Table 13 shows encompassing tests of alternative measures of the 
c2-variant of the user cost in the residual sector. Because of data 
limitations, not all the alternative c2-variables employed in the 
M-sector are presented in table 13. The test results of table 13 clearly 
i ndi cate that the null hypothesi s of the standard c2 i s not rejected. 
Hence corporate tax factors seem to affect the investmant behaviour of 
firms in the residual sector. 



TABLE 14. Stability Tests of Annual Linear Investment Equations 
(Residual Sector) 

Table No.! F-H CB CF C2 C2 Chow 
equation No. B F 

11/1 F(4,10)=7.439* 0.366 0.430 0.203 0.380* F(4,10)=2.317 
11/3 F(4,10)=1.080 0.252 0.417 0.217 0.234 F( 4,10 )=1. 054 
11/8 F(4,10)=6.521* 0.985* 0.551 0.438* 0.323 F(4,lO)=2.330 
11/10 F(4,10)=2.113 0.772 0.582 0.311 0.415* F(4,lO)=1.029 
A20/5 F(4,10)=1.003 0.258 0.553 0.376* 0.339 F(4,10)=0.895 
A20/6 F(4,10)=0.826 0.325 0.524 0.359* 0.386* F(4,10}=0.579 
12/3 F(5,8) =3.335 0.316 0.535 0.191 0.167 F(5,8) =2.515 
12/6 F(5,8} =4.479* 0.623 0.233 0.148 0.237 F(5,8) =2.038 

See notes to table 10. 
*} implies that the test statistic exceeds the critieal value at the 
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1.53 
2.66 
1.62 
2.62 
2.41 
2.64 
2.56" 
2.29 

5 per cent signifieanee level and hence the null hypothesis of stability " 
i s rejected. 

Table 14 presents stability tests for the re?idual sector's investment 
equations. The methodological aspects of these tests were diseussed above 
in connection with the manufaeturing sector. The null hypothesis of 
constant coefficients over time is not rejected in the majority of the 
tests. As in the M-sector, the w/c2-variable also seems to cause 
instability problems in the R-sector and probably for similar reasons 
(see seetion 6.2.2). Otherwise, the stability tests do not provide much 
new information for facilitating discrimination between alternative 
hypotheses (competing c-formulas, funetional forms and demand regimes). 

In sum, it seems that the cost-mini~ization approach (based on w/c1) and 
the profit-maximization approach (based on w/p and c2/p) yield 
practically equally satisfactory results. The basic difference in the 
results of these two rllOdel groups in that the latter implies an unequal 
eoeffieient value for the wage rate and user eost variables whereas in 
the former case the coefficients are equal (see also section 6.5, where 
long-run elasticities are discussed. 
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6.2.4 Estimated Equations for the Aggregate Sector 
and the Resu1ts of SURE-Estimation 

The estimation resu1ts of the linear investment equations for the 
aggregate sector are present~d in tab1es 15 and 16. Tab1e 17 shows 
encompassing tests of a1ternative user cost variab1es and tab1e 18 gives 
stabi1ity tests for the aggregate sector. Additiona1 empirica1 resu1ts for 
the aggregate sector are presented in the Appendices; see tab1es A18-A25. 

Tab1e 15 inc1udes investment equations that are based on the assumption 
of cost-minimization, imp1ying that the price ratio (w/c) is an 
exp1anatory variab1e. The estimated investment equations perform quite 
we11 in terms of goodness of fit and significance of coefficient estimates. 
The equations with (w/c1) as an exp1anatory variab1e seem to do somewhat 
better than those with (w/c2), as was a1so the case in the M- and 
R-sectors. The size of the coefficient estimate of the (w/c1)-variab1e is 
again considerab1y 1arger than that of the (wjc2)~variab1e, and basica11y 
for the same reasons as in the N- and R-sectors. 

"-, 
~ 

Tab1e 16 shows investment equations based on the assumption of a 
downward-s1oping demand curve and 1agged output is again used as a first 
proxy for the. exogenous demand index (Z). 80th vari ants of the user cost 
produce rather simi1ar resu1ts, although there are some differences in the 
magnftudes of the coefficients. The coefficient of the rea1 wage rate is . 
positive and that of the rea1 user cost is negative, as was a1so the case 
in the investment mode1s of the M- and R-sectors. The investment 
equations with the rea1 wage rate and the rea1 user cost as separate 
regressors seem to give the 10west residua1 sum of squares when the 
second variant (c2) of the user cost is app1ied. From the resu1ts of 
tab1es 15 and 16, it can be seen that the choice of the estimation method 
has very 1itt1e effect on the estimates. This is due to the fact that 
there is a1most no autocorre1ation in the residua1s of the aggregate 
i nvestroent equati ons, as evi denced by the DI~- and Durbi n I s m-s tati sti cs. 
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TABLE 15. Annual Estimation Results of Linear Investment Equations for 
the Aggregate Sector (eqs. 5.14, 5.15, 5.17i) 

(1) (2) (3) (4) (5) (6) (7) (8) 

constant -1.098 -1.084 0.223 0.229 -0.498 3.772 3.507 4.317 
(0.84) (0.82) (0.30) (0.30) (0.41) (2.33) (2.01) (2.44) 

Q 0.404 0.401 
(5.00) (4.91) 

Q-1 0.619 0.609 0.525 0.834 0.802 0.913 
(10.01) (9.26) (3.78) (7.20) (5.79) (5.98) 

(w/q) 12.093 12.099 6.449 6.548 7.123 
(3.86) (3.87) (3.33) (3.35) (3.30) 

(W/C2) 1.382 1.199 1.318 

CFg (1.61) ( 1.24) (1.51) 
0.144 -1 (0.81) 

CFn 0.133 -1 (0.85) 

K-1 -0.222 -0.221 -0.263 -0.260 -0.224 -0.354 -0.333 -0.382 
(4.65) (4.95) (9.14) (8.71) (3.74) (4.28) (3.40) (4.22) 

R2 0.840 0.840 0.945 0.945 0.944 0.920 0.917 0.915 
SEE 1058.0 1057.9 619.3 619.7 629.0 761.1 763.1 770.6 
DW 1.42 1.42 2.01 2.00 2.12 1.67 1.59 1.79 
D-m 0.62 0.63 -0.12 -0.11 -0.26 0.10 0.13 0.09 

(1. 54) (1. 56) (Ö.37) (0.34) (0.50) (0.32) (0.42) (0.21) 

EST OLS TSLS OLS TSLS OLS OLS TSLS OLS 

Note: See table 7.' 

The results in tables 15 and 16 show that the cash flow variables are not 
very significant determinants of firms investment policy in the aggregate 
sector. However, the results for the manufacturing sector indicated that 
cash flow is an important determinant of the investment behaviour of 
manufacturing firms. As in the M- and R-sectors, we also tested 
investment equations based on other proxies for the demand index (see 
table A19). The domestic demand variables perform clearly better than 

proxies for foreign demand pressures. The own output variable (Q) again 
gives the lowest SEE, however. 

-~-
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TABLE 16. 

constant 

Q 

Q-1 

(w/p) 

(q/p) 

(e2/p) 

CF n 
-1 

K-1 

R2 

Annual Estimation Results of Linear Investment Equations 
for the Aggregate Sector (eqs. 5.14, 5.15, 5.17ii) 

(1) (2 ) (3) (4) (5 ) (6) (7) (8) 

9.923 9.589 6.499 6.408 6.628 15.309 15.025 16.095 
(1. 95) (1.86 ) (2.55) (2.49) (2.48) (4.59) (4.43) (4.78) 
0.346 0.327 

(2.15) (1. 95) 
0.618 0.594 0.579 0.646 0.609 0.739 

(6.14) (5.12) (3.63) (8.46) (6.72) (6.65) 
1.454 1.547 0.611 0.709 0.586 1.144 1.287 1.193 

(1.47) (1. 52) (1.13) (1.19 ) (1.03 ) (2.71) (2.76) (2.84) 
-0.919 -0.888 -0.524 -0.518 -0.564 
(1. 98) (1.89 ) (2.27) (2.24) (2.10) 

-0.742 -0.730 -0.750 
(4.36 ) (4.23) (4.45) 

0.068 0.151 
(1.33 ) ( 1.14) 

-0.260 -0.264 -0.275 -0.277 -0.251 -0.456 -0.457 -0.510 
(2.84) (2.86) (5.47) (5.44) (2.80) (8.29) (8.21) (7.08) 
0.800 0.799 0.930 0.929 0.925 0.960 0.960 0.961 

SEE 1183.0 1184.0 698.5 700.3 723.7 525.9 531.0 519.9 
DW 1.19 1.19 1.78 1.75 1.81 1.86 1.77 1.95 
D-rn 0.96 0.97 0.03 0.06 0.02 0.03 0.14 -0.02 

(3.10) (3.11) (0.16) (0.15) (0.07) (0.10) (0.40) (0.02) 

EST OLS TSLS OLS TSLS OLS OLS TSLS OLS 

Note: See tables 7 and 8. In the equation of table 16, Ze = Qt or Qt-1. 
Equations with other proxies for Ze are presented in the Appendice! 
see table A19. 

Table 17 gives encornpassing tests for alternative user cost (e2) 
variables in the aggregate seetor. Beeause of data limitations it was not 
possible to caleulate all the ehoiees of c2 applied in the M-sector. In 
the first case (1), tests are based on the investrnent equation in whieh 
the price ratio (w/c) is an explanatory variable. The null hypothesis of 
the standard e2-variable is rejeeted according to both the rnarginal 
depreciation rule (as, too, in the M-sector) and the tax-neutral user 
cost measures. In case II, which is based on the investment equation with 
real factor prices (w/p,c/p) as separate regressors, the null is not 
rejected. 



TABLE 17. Encompassing Tests of Competing Measures of the User Cost 
Variable in the Aggregate Sector 
(investment equations 5.17i and 5.17i;) 

1. Equation 5.17i; null hypothesis: c2 = standard formula 

Alterna'tive hypothesis: 

c Ibook value of depreciation coefficient 
c~~/marginal value of depreciation coefficient 
c24/tax-neutral c2 with adaptive price expectations 
c25/tax-neutral c2 with zero rate of inflation 
c26/interest rate on statebonds as discount rate 

F-statistic 

0.63 
10.46 

4.11 
4.53 
1.62 

II. Equation 5.17ii; null hypothesis: c2 = standard formula 
" 

Alternative hypothesis: 

c21/book value of depreciation coefficient 
c22/marginal value of depreciation coefficient 
c24/tax-neutral c2 with adaptive price expectations 
c25/tax-neutra 1 c2 \'Ii th zero rate of i nfl ati on 
c26/interest rate on state bonds as discount rate 

Note: See table 5 for critical values of F. 

F-statistic 

1. 75 
0.03 
0.05 
0.20 
0.72 
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Although the encompassing tests for the aggregate sector give some 
support for the view that corporate tax factors are not important 
determinants of investment (case 1), we are fnclined to prefer the 
results of the second test (II) since the aggregate investment equations 
perform better in this case than with the w/c-investment filodels (in terms 
of goodness of fit and significance of coefficient estimates). 

Table 18 shows stability tests for the investfilent equations of the 
aggregate sector. These tests tell a consistent story about the stability 
of the coefficients in all cases except where the explanatory price 
variable is w/c2 • As in the M- and R-sectors,. this second variant of the 
user cost seems to cause instability in the w/c-investment models. The 
reasons for instability are likely to be the same as in the I~- and R
sectors. 
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TABLE 18. Stability Tests of Annual Linear 1nvestment Equations 
(Aggregate Sector) 

Table No./ F-H CB CF C2 C2 Chow DW 
equation No. B F, 

15/3 F(4,1O)=0.791 0.614 0.297 0.287 0.157 F(4,10)=0.683 2.00 
A20/9 F(4,10)=0.220 0.494 0.337 0.203 0.255 F(4,10)=0.466 1.98 
A20/10 F(4,10)=0.407 0.530 0.364 0.228 0.235 F(4,10)=0.537 1.93 
15/6 F(4,10)=4.518* 0.642 0.540 0.360* 0.400* F(4,10)=0.720 1.67 
16/3 F(5,8) =1.114 0.323 0.697 0.291 0.279 F(5,8) =1.813 1. 78 
A20/11 F(5,8) =0.936 0.254 0.917 0.221 0.160 F(5,8) =1.487 1.95 
A20/12 F(5,8) =1.032 0.287 0.856 0.263 0.145 F(5,8) =1.515 1.89 
16/6 F(5,8) =1.502 0.541 0.483 0.315 0.345 F(5,8) =0.506 1.86 

See notes to table 10. 
*) implies that the test statistic exceeds the critical value at the 
5 per cent significance level and hence the null hypothesis of stability 
is rejected. A20/9 refers to equation 9 in table A20 in the Appendices etc. 

1 n the aggregate sector it seems cl ear tilat the best perforlfli ng 
investment equations are those which have the real wage rate and the real 
user cost as separate arguments and where the second variant of user cost 
(c2) is used. 

The investment equations for the manufacturing and residual sectors have 
hitherto been estimated separately. Since these two sectors jointly form 
the aggregate of all firms (i.e. aggregate sector), it is natural to ask 
whether there might exist some common factors which are not taken into 
account in a separate analysis and which could be reflected in the 
residuals of both sector's equations. Tentatively, it might be thought 
that. for example, certain financial factors (e.g. credit rationing) 
and/or variables reflecting the rapidly changed energy situation might 
affect investment behaviour in both sectors. 1n such a case it is 
sometimes possible to obtain better estimators by viewing the separate 
equations as part of a system (see Harvey, 1982). 

When the disturbances in a particular equation are contemporaneously 
correlated with the disturbances in other equations (e.g. because of a 
common neglected variable), the relevant equation systems are known as 
seemingly unrelated regression equations (SURE, see Harvey,. 1982). The 
seemingly unrelated regressions case is also known as Zellner estimation. 
We applied the SURE-(Zellner)-estimation method included in ~he 



SHAZA~l-program to the investment equations of the ~,1- and R-sectors. The 
SHAZAr'1-program estimates a set of equa,ti ons and performs ajoi nt 
generalized least squares procedure of using the covariance matrix of 
residuals across equations. SHAZAM can also impose restrictions on the 
coefficients within or across equations. We have used it to impose the 
equality of the coefficients of the explanatory variables across the 
equations for the M-and R-sectors. 
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The SURE-estimation results are presented in the Appendices (see table A21). 
It can be seen that SURE leads to some gain in the efficiency of estimates, 
implying that the t-statistics of the coefficient estimates are somewhat 
higher than in the OLS-estimation. The SEE of regressions is about 15 
per cent lower in SURE than in the OLS-estimation. However, the SURE 
estimation seems to have very little effect on the magnitude of the 
coefficient estimates. 

Table A22 (see Appendices) presents tests for the equality of 
coefficients of the output (Q-1)' prices (w/c or w/p and c/p) and lagged 
capital stock (K_1) variables in the M- and R-sectors. The results show 
that the null hypothesis of simultaneous equality of all coefficients is 
rejected in all cases. The evidence with respect to the separate equality 
hypothesis is rather mixed, however. The coefficient of the output 
'variable seems to be equal in all cases as the estimates of the long-run 
output elasticities also indicate (see table 22). By contrast, the 
coefficients of the lagged capital stock seem to be unequal in the M- and 
R-sectors. Since the depreciation coefficients in the M- and R-sectors 
are almost equal (0.078 and 0.075, respectively), the divergence of the 
coefficients of K_1 implies that the rates of adjustment are not equal in 
these two sectors (see also table 21). 

The null hypothesis of the equality of the coefficients Tor the price 
variables in manufacturing and residual sectors is rejected in equations 
1 and 3 (at 5 per cent significance level) but this null is not rejected 
in equations 2 and 4 (see table A22). Hence the evidence.with respect to 
the equality of the parameters of the price variables is rather mixed. 
However, even though the null hypothesis for the price variables is not 
rejected in the case of equation 4, which is the 'best' equation (lowest 
SEE) in both the M- and R-sectors, the price elasticities of the desired 
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capital stock can be quite different in these t~o sectors. The reason for 
this is that the price elasticities depend both on the coefficient of the 
lagged capital stock (being unequal in the lightof our test) and on the 
mean values of the price and capital stock variables. Hence, it is 
possible that the effects of factor price variables on investment diverge 
significantly in the manufacturing and residual sectors (see table 22). 

6.3 Non-Linear Estimation Results for All Sectors 

Table 19 reports estimates of the nonlinear regression coefficients for 
all three sectors. The nonlinear equations have been estimated only for 
the c1-variant of the user cost because the c2-variables contain negative 
values, thus prohibiting the use of nonlinear estimation. 

In the nonlinear investment equations, a minimum distance estimation 
(Mindis) method is used. The algorithm employed is due to Amemiya as 
extended and implemented by Berndt, Hall, Hall and Hausman (1974). 
Because of nonlinearities, the likelihood function is not necessarily 
"well-behaved". This means that there may exist different estimates of 
the pararneters that result ,in a good 'fit' of the regression equation on 
the data. 

In each sector, the initial values of the coefficients chosen for 
starting the iteration process of the nonlinear regression programme were 
1.0, 1.0, 0.2 and -0.05 for the constant term, output, relative prices 
(w/c) and capital stock variables, respectively (in equations 1, 3 and 5) 
and 1.0, 1.0, 0.2, -0.2 and -0.05 for the constant term, output, the real 
wage rate, the real user cost and capital stock variables, respectively 
(in equations 2, 4 and 6). However, we also tried a large number of other 
initial values in order to check the sensitivity of estimates to the 
choice of initial values. The final coefficient estimates chosen were 
those which gave the lm'/est residual sum of squared errors about the 
regression. Our calculations indicate that the estimates are not very 
sensitive to the initial values of the coefficients. In addition, we also 
estimated the coeffi,cients by another nonl inear method - the Marquardt 
method, also included in the RAL program - and the results were very 
similar to those obtained by the Mindis method. Thus we feel that the 
parameter estimates are not unreasonable. 



TABLE 19. Annual Estimation Results of Non-Linear Investment Equations 
All Seetors (eqs. 5.21i, 5.21ii) 

(5.21;) It = CJ.Q [Q~t1 [(~)~ t 2 + a3 Kt _1 

6 e 62 e 63 
(5.21i;) 1 =6'(Ze)1 (\'It) (et) + b4 Kt -1 t 0 t 

Eq. No./ (l/~1) (21M) (3/R) (4/R) (5/A) (6/A) 
Seetor 

eonstant 9.281 2.580 10.294 14.950 7.011 5.846 
(1.81) (0.60) (0.95) (0.65) (1.85 ) (0.73) 

Q-1 0.756 0.933 0.723 0.667 0.793 0.817 
(15.30 ) (4.21) (6.65) (3.37) (15.70) (4.83) 

(~ ) 0.097 0.403 0.197 
'1 (1.53) (3.56) (3.44) 

(~ ) 0.112 0.457 0.172 
p (0.42) (2.33) (0.96) 

('1 ) -0.144 -0.373 -0.205 
p (1.53) (2.61) (2.65) 

K-1 -0.316 -0.241 -0.184 -0.189 -0.263 -0.258 
(4.84) (2.42) (7.77) (6.55) (9.05) (5.43) 

R2 0.85 0.85 0.96 0.96 0.95 0.95 
SEE 495.5 494.6 345.3 356.7 619.6 642.5 
DH 1.98 2.04 2.75 2.60 2.03 2.05 
LLF -135.0 -134.3 -128.5 -128.4 -139.0 -139.0 

Note: The eoeffieient estimates of Q, \'I/e, w/p and e/p are the 
long-run elastieities of the desired eapital stoek with 
respeet to these variables. LLF is the value of the log 
likelihood funetion. The estimation is based on the 
Mindis-method (minimum distanee estimation) in the 
RAL-program. The algorithm employed is due to Amemiya 
(1974) as extended and implemented by Berndt, Hall, Hall 
and Hausman (1974). t-rati os are shown i n pa~entheses. 
In the equations of table 19, Qt = Q-1 and Zt = Q-1 
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in 

In terms of goodness of fit (R2 and SEE) and signifieanee of the 
parameter estimates (t-statisties), the nonlinear models behave very mueh 
the same as the linear models. The relative magnitudes of the eoeffieient 
estimates of the output and priee variables are quite elose to those in 
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the linear equations. It should be noted that the estimated values of the 
parameters of output and price variables may be interpreted as the 
estimated long-run elastieities of the desired eapital stoek with respeet 
to these variables, and henee a direet eomparison with the eoeffieient 
estimates of linear models is not meaningful. In seetion 6.5, the 
long-run elastieities obtained with different funetional speeifieations 
are eompared. 

Table 19 also eontains the values of the log-likelihood funetion for eaeh 
equation. These ean be used to obtain a LR-test for the restrietion that 
the real wage rate and the real user eost have equal eoeffieients in eaeh 
seetor. Table 20 gives the results of this LR-test. 

TABLE 20. Likelihood ratio (LR) tests for the equality of the 
eoeffieients of the real wage rate (w/p) and the 
real user eost (el/p) within eaeh seetor 

2 eritieal values 2 
Xl of xl 

5 % 1 % 

Manufaeturing 1.2 3.84 6.63 
Residual seetor 0.2 
Aggregate seetor 0.0 

The results of table 20 elearly show that the null hypothesis of 
eoeffieient equality is not rejeeted, and henee the real wage rate and 
the real user eost have equal. eoeffieients in eaeh seetor. It should be 
noted that the se tests were not performed with respeet to parameter 
equality aeross seetors. Sueh tests were earried out in the previous 
seetion in the eontext of SURE-estimation. It should also be emphasized 
that the LR-tests were performed only with the el-variant of the user 
eost. In seetion 6.5, however, we also present the average 1ong-run 
elastieities of the desired eapital stoek in the ease of linear equations 
with e2-variables. It should be noted that the LR-tests indieate that the 
eost-minimization model is not rejeeted in any seetor when eI is the user 
eost variable. By eontrast, as noted previously, the linear equations 
indieate that the eost-minimization approaeh is inferior to the 
profit-maximization models with a donward-sloping demand eurve (in M- and 
A-seetors) when e2 is used. 

, ,',~ .• ;t..;~ 



6.4 Estimates of the Rate of Adjustrnent i n A 11 Sectors 

In addition to examining the signs and significance of the coefficients 
and the closeness of fit, one can evaluate the investment relations by 
inspecting the structural parameters estimated from them. Table 21 
presents estimates of the rate of adjustment based on annual data. In 
section 6.5, we consider estimates of the long-run elasticities of the, 
demand for capital. 

The estimates of the adjustrnent rate indicate the annual rate by which 
the gap between the desired and actual capital stock is eliminated. 
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Table 21 gives the estimation results of the main investment equations 
for each sector. Both constant and variable adjustment rate equations are 
considered. A cash flow variable is not included among the explanatory 
variables in the constant speed of adjustment models, but is included in 
the variable adjustment rate models (see the discus'sion in section 
5.4.4) • 

The estimates of the constant rate of adjustment (A) are obtained through 
the relationships between the structural and reduced-form coefficients of 
the respective investment equations (see section 5.5.1). The estimated 
coefficient of the lagged capital stock gives, either directly or in
directly, an estimate of the adjustment speed. In the indirect case, the 
estimates are obtained by using an a priori value of the depreciation 
coefficient (8 M = 0.078, 8R = 0.075, 8A = 0.076). 

Estimates of the variable rate of adjustment are calculated from invest
ment equations (5.14) and (5.15) when either of the two alternative 
linearized K*-equations (5.16i and ii) is transformed into these invest
ment models. In the variable case, the 'total' rate of adjustment is the 
sum of the constant (initial) rate of adjustment (AO) and the variable 
component, which is the product of Al and the cash flow gap variable. If 
the cash flow is a net concept, then this gap variable is CFn/(K*-K_1), 
and if it is a gross concept, then the gap i5 CF g/(K*-(1-8)K_1]. 
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TABLE 21. Estimates of the Rate of Adjustment for All Sectors 

Table No./ Relative Cash Rate of Adjustment 
Eq. No. prices Flow A AO A1 AO+0. 5A1 AO+A1 

Manufacturing 
7/3 w/q 0.40 
7/5 w/q CFg 0.20 0.35 0.38 0.55 
7/9 W/c2 0.36 
8/6 W/P,C2/P 0.47 
8/11 W/P,c2/P CFg 0.36 0.45 0.58 0.81 
8/12 W/P,c2/P CFn 0.37 0.48 0.61 0.85 
19/1 w/q 0.39 
19/2 w/P,c1/P 0.32 
A20/1 \'1/c1 0.40 
A20/2 w/q 0.43 
A20/3 w/p,q/p 0.37 
A20/4 w/p,q/p 0.38 

average 0.39 0.74 
Residual sector 
11/3 w/q 0.26 
11/7 w/q CF9 0.20 0.10 0.25 0.30 
11/10. W/C2 0.27 
12/3 w/p,q/p 0.27 
12/6 ' W/P,c2/P 0.28 
12/9 W/P,C2/P CFn 0.32 0.34 0.49 0.66 
19/3 w/q 0.26 
19/4 w/P,c1/P 0.27 
A20/5 w/q 0.28 
A20/6 W/C1 0.31 
A20j7 W/P,c1/P 0.28 
A20/8 w/p,q/p 0.31 

average 0.28 0.48 
Aggregate sector 
15/3 W/C1 0.34 
15/5 w/q CFn 0.30 0.19 0.40 0.49 
15/6 W/C2 0.43 
16/3 w/P,c1/P 0.36 
16/6 W/P,C2/P 0.53 
16/8 W/P,c2/P . CFn 0.59 0.37 0.77 0.96 
19/5 w/q 0.35 
19/6 w/p,q/p 0.33 
A20/9 w/q 0.35 
A20/10 W/c1 0.38 
A20/11 w/p,q/p 0:36 
A20/12 w/p,q/p 0.40 

average 0.38 0.73 

Notes: Table A20 is presented in the Appendices. Variables in the "Relative 
prices" and "Cash flow" columns indicate the explanatory variables 
used in the corresponding investment equations. Estimates of A are 
from the constant speed of adjustment equations (without the CF-
variable) and estimates of AO and A1 are connected to the variable 
speed of adjustment equations (including the CF-variable). Hence, 
if the cash flow gap is 0.5, the rate of adjustment is given as 
AO + 0. 5A1· 
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Table 21 contains the estirnates of 1.0 and 1.1 together with the estimates 
of the 'total' rate of adjustment with two values (0.5 and 1.0) for the 
cash flow gap variable. Hence, the estimate of (1.0+1.1) gives the rate of 
adjustment when the firm can finance all net (CFn-case) or gross 
(CFg-case) investment by using only internal finance. In the.other 
extreme case, where no internal finance is available, the rate of 
adjustment is sirnply 1. 0' 

When evaluating the estimates of the rate of adjustment, it should be 
recalled from the estimation results of the underlying investment 

., 

equations that the coefficient estimates of the cash flow variables are 
only 'mildly' significant, especially in the residual and aggregate 
sectors. The significance of the coefficient estimates of the cash flow 
variables also varies from equation to equation. Hence the estimates of 
the adjustment rate must be regarded with some caution and they are 
reported here mainly to illustrate the order of magnitude of the 
adjustment speed in the annual data. 

Table 21 also contains the averages of various estimates of the 
adjustment rate for both the constant and variable cases in each sector. 
The estimates of the constant rate of adjustment are roughly of the order 

. 0.3 - 0.4 in all sectors, implying that about 30 to 40 per cent of the 
gap between the desired and actual capital stocks is eliminated in each 
year. The variable adjustment rate models imply a much higher speed, 
especially if firms have ample cash flow for financing investment out]ays 
(notably in the M-sector). 

The estimates of the rate of adjustment seem rather high but one should 
note that substantial expectations lags have already been imposed on the 
vari'ables (especially c2) determining the optimal capital stock. Gener
ally, it would seem that the variable speed of adjustment model is 
'better' than the constant speed model only in the case of the 
manufacturing sector (see sections 6.2.2 - 6.2.4 above). The results' 
obtained here accord very well .with the results given in Coen (1971). The 
annual estimates by Coen (obtained from quarterly equations) are 
1. ~ 0.34 and 1.0 + 1.1 ~ 0.8. 
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6.5 Estimates of the- Long-Run Elasticities of the Desired 
Capital Stock with Respect to Output and 
Price Variables in All Sectors 

Table 22 gives estimates of the long-run elasticities of the optimal 
capital stock with respect to the accelerator (output, demand) and price 
(w/c or w/p and c/p) variables. In the log-linear (~logK and I/K as 
dependent variables) and nonlinear investment equations the estimates of 
elasticities are constant and are obtained from the coefficient estimates 
of the corresponding variables. In the case of the linear equations, an 
effort has been made to convert the slope coefficients of the demand for 
capital into elasticities using the mean values of the explanatory 
variables. Table 22 also contains averages of various elasticity 
estimates for each sector. 

The investment equations from which the elasticity estimates are derived 
are the main versions of each form of model and they do not include cash 
flow variables. It should be noted that in the case of the c2-variant of 
the user cost only elasticities for the linear models are obtained, 
since it was not possible to estimate the logarithmic transformations of 
equations with this variable. 

From table 22 it can be seen that the estimates of output elasticities 
are within a rather narrow range. The long-run output elasticity of the 
desired capital stock seenlS to be somewhat below one (0.75 - 0.85), hence 
implying slightly increasing returns to scale in the production function 
(for the case of a cost-minimization mOdel, see table 4). The price 
elasticities display a much wider range, mainly because of the difference 
in the estimates .of coefficients arising from c1 and c2 variables (see 
the discussion in section 6.2~2). 



Table 22. 

Sector Price 

Estimates of the Long-Run Elasticities of the Desired Capital Stock with Respect to CAltput and Price Variables 
for All Sectors 

Functional Fonn of the 1nvestment Equation (dependent variable) 
Variable linear - 1 lllog< 111<-1 non-linear 1 

-------------- ------------- - - - - - - - - - - - - - - --------------
E:Q E:w/c E:w/p E:c/p E:Q E:w/c E:w/p E:c/p E:Q E:w/c E:w/p E:c/p 

M w/q 0.85 0.12 0.77 0.072 0.79 0.065 
M W/C2 0.94 0.0014 
~1 w/p, q/p 1.14 -0.19 -0.13 0.84 0.013 -0.09 0.89 0.05 -0.09 
M w/p, C2/P 0.63 0.21 -0.013 
R w/q 0.84 0.44 0.78 0.33 
R w/c:z. 1.17 0.038 
R w/p, q/p 1.05 0.25 -0.45 0.77 0.34 
R w/p, c:z./p 0.68 0.44 -0.097 
A w/q 0.89 0.22 0.80 0.18 
A w/c:z. 0.95 0.057 
A w/p, q/p 0.86 0.25 -0.19 0.76 0.22 
A w/p, c2/P 0.60 0.31 -0.14 

Average of output elasticities (E:Q) in the (w/c)-eCJ.Iations: 
Average of price elasticities (Ew/d in the (w/c)-eCJ.Iations: 
Average of output elasticities in the (w/p, c/p)-eCJ.lations: 
Average of real wage rate elasticities in the (w/p, c/p)-eCJ.Iations: 
Average of real user cost elasticities in the (w/p, c/p)-eCJ.Iations: 

r·1 = manufacturing 
R = residual sector 
A = aggregate sector 

0.79 0.34 

-0.33 0.70 0.41 -0.29 

0.83 0.17 

-0.17 0.75 0.25 -0.15 

14 = 0.82, R = 0.86, A = 0.85 
M = 0.072, R = 0.31, A = 0.16 
M = 0.87, R = 0.77, A = 0.76 
M = 0.13, R = 0.38, A = 0.24 
t4 = -0.092, R = -0.31, A = -0.17 

E:Q E:w/c E:w/p E:c/p 

0.76 0.097 

0.93 0.11 -0.14 

0.72 0.40 

0.67 0.45 -0.37 

0.79 0.20 

0.82 0.17 -0.21 

N 
N 
CJ"1 
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However, some systematic picture can' be observed between the price elas
ticities of different sectors. On average, price elasticities are lower 
in manufacturing than in the residual sector, while elasticities in the 
aggregate sector fall in between. The price elasticities of the desired 
capital stock are rather low in the M-sector (somewhat below 0.10), hence 
implying indirectly a seemingly low elasticity of substitution between 
capital and labour (see section 5.3.2). In the residual sector, the 
average estimate of price elasticities is roughly 0:3 - 0.4, which can be 
thought to be of a reasonable order of magnitude since in the labour
intensive residual sector there should be more substitution possibilities 
between factor inputs. Alternatively, it could be argued, on a somewhat 
tentative basis, that the production technology of the manufacturing 
sector is more likely to be of a putty-clay type than that of the 
residual sector, which is akin to a putty-putty technology (see the 
discussion of putty-putty and putty-clay models in section 5.3.2). 

As mentioned above, the cost-minimization equations with w/c as the price 
variable indicate slightly increasing returns to scale (about 1.1 - 1.3) 
in the production function. We have noted previously (see sections 
6.2.2. - 6.2.4.) that the sign of the coefficient of the wage rate 
variable is positive in all sectors (this result holds for all functional 
specifications and demand proxies used) in the profit-maximization 
equations based on the assumption of a downward-sloping demand curve (w/p 
and c/p as separate variables). In note 13 of chapter V, we discussed at 
some length ,the various circumstances which may"'yield a positive 
coefficient for the w-variable •. In the monopolistic industry case with an 
,elastic demand function, the requirement is that there are increasing 
returns to scale in the production function (CO). A positive sign for the 
coefficient of the wage ra te may, however, also follow if a competitive 
industry faces an inelastic demand for its output (with decreasing 
returns to scale). Furthermore, if the equations with the wage rate and 
the user cost as separate arguments may be interpreted as approximations 
to the CES production function, then other possibilities for a positive 
sign of the coefficient of w-variable arise (note that in the linear 
investment equations the production function is basically nonspecific, 
see section 5.3). Hence, generally the sign of the coefficient of the 
wage .rate depends on the market structure the firms are faced with, the 
parameters of the production function (elasticity of substitution and 
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returns to scale) and the price elasticity of demand for the products. 
Because of the multitude of hypotheses involved and the non-existence of 
reliable information about the market structure, we do not consider it 
possible to distinguish between different explanations for the positive 
wage rate coefficient. This result is hence regarded here as an empirical 
fact. However, there is some support for the increasing returns to scale 
argument since a recent study by H. Tarkka (1984) on factor demand in 
Finnish manufacturing reports increasing returns to scale (1.2-1.3). 

6.6 The Effect of Credit Rationing, Technical Change and 
the Replacement Hypothesis on Investment in All Sectors 

In this section we present some preliminary empirical results for two 
additional factors that might affect the investment behaviour of Finnish 
firms. First, two different variables are used as a proxy for credit 
rationing and these variables are added to the linear investment 
equations for each sector in order to see whether a direct credit 
rationing effect exists. Second, a simple trend variable is added to the 
linear investment equations of each sector in order to take account of 
the possible impact of technical change. The estimation results with 
respect to credit rationing and technical change effects are presented in 
tables A23 and A24 (Appendices). Table A25 presents some experiments with 
higher depreciation rates than in our basic equations. 

In section 5.4.3 we discussed, rather tentatively, the rolB of credit 
rationing in investment policy. The discussion was based to some 
extent on the theoretical results presented in chapter IV. It was argued 
that credit rationing might have either permanent or temporary effects' on 
the investment of a single firm. If firms are permanently rationed in the 
loan market, then their investment function is liquidity-constrained all 
the time and on1y financial variab1es (cash f10w and the rationed amount 
of credit) affect investment behaviour. The situation is quite different 
if a firm anticipates being financially constrained irr'the future 
(permanently.or temporarily). In this case the anticipation of a future 
binding credit constraint might even increase investment in the periods' 
before this constraint becomes effective (see section 4.4). 

In the light of the above discussion, it is not very clear how the 
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possib1e effect of credit rationing shou1d be mode1led in an empirica1 
investment equation, i.e. \1hether it shou1d affect the desired capita1 
stock or the timing of investr.lent or both. This q~estion is even rnore 
difficu1t if aggregate data are used in the empirica1 ana1ysis. It can be 
argued that not a1l firms face credit rationing in a given time period 
and, furthermore, that single firms may face changing situations with 
respect to the availability of credit. Hence in an aggregate analysis of 
firms, the credit rat;on;ng effect ;s likely to occur on1y in some 
'average' form which is probably not time invariant. 

We shall try to capture the possib1e effect of credit rationing by 
applying two different variables as proxies for the expected credit 
rationing. The first proxy is based on the assumption that the supply of 
credit by banks at the margin is chiefly affected by the marginal cost of 
central bank borrowing (for a discussion of the banking system and 
financial markets in Finland, see Oksanen, 1977 and Tarkka, 1983). The 
second proxy for the credit rationing variable is constructed on the 
basis that the supply of loans depends upon the difference between the 
marginal rate and the average lending rate (see Tarkka, 1983). 

For the marginal interest rate on central bank borrowing (Rf,1) , two 
alternative series were used (Rt.11, Rfv12, see Appendix V). Hence two 
variants were also available for the interest rate differential variable 
(RN-r, r = average lending rate). The expectations hypotheses with 
respect to the credit rationing proxies are of a simple form: only the 
current period and one or'two period lagged values were tested 
empirically. The estimation results obtained for the credit rationing 
variab1es are shown in the Appendices (table A23) for two functiona1 forms 
of the investment equations (w/c or w/p and c/p as price terms) and for 
two variants of the user cost variable (c1 and c2/adaptive). 

The estimation resu1ts are rather clear-cut. Credit rationing does not 
seem to have a significant effect on the investment behaviour of Finnish 
firms. With the c1-variant of the user cost, al1 the t-statistics of the 
coefficient estimates of credit rationing variab1es are ~lear1y insig
nificant (on1y se1ected results arepresented in the Appendices, but many 
other estimation resu1ts confirmed this conclusion). With the c2-variant 
of the user cost, the coefficient estimateis mildly significant in the 
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residual sector. lt can also be noted that the coefficient estimates take 
either a positive or a negative sign. In the residual sector, the results 
obtained with the c2-equations indicate that the anticipation of credit 
rationing has a positive impact on investment. The experiments with 
credit rationing factors must be regarded as rather preliminary, and it 
is possible the impact of credit rationingoccurs indirectly through the 
accelerator (output, demand) variables. The regression models for output 
in each sector indicate that an increase in credit affects output 
positively (see table A18) and if lending is a negative function of the 
marginal interest rate (or interest rate differential) then the effect of 
credit rationing might indeed be realizedthrough the output ·variable. An 
economy-wide empirical macro-model would, however, be needed to simulate 
the. impact of 'credit rationing' proxies on investment behaviour. 

ln section 5.3.2 we discussed some basic aspects of the role of technical 
progress in investment models. Table A24 shows some simple calculations 
carried out with linear investment equations including a time trend 
variable (T) as a proxy for technical change. ln the cost-minimization 
models (w/c as the price variable), the sign of the T-variable should be 
negative while in the profit maxirnizing models (w/p and c/p as the price 
variables), it is generally ambiguous. However, in the CO-function the 
sign should be the opposite of that of the wage ra te coefficient and, 
since the wage rate has a positive coefficient, the sign of. technical 
progress (Hicks-neutral) should be negative (see note 13 of chapter V). 
From the estimation results it can be concluded that, in the w/c-equations, 
the sign of the coefficient of the trend variable is usually negative'but 
clearly insignificant. In the (w/p,c/p)-equation, the sign of the 
T-variable varies and its coefficient estimate is significant only in the 
residual sector (eq. 4) and in the second equation of the aggregate 
sector (eq. 6 with c2). In the residual sector the inclusion of the 
T-variable seems to lower the coefficient of output and to increase the 
coefficients of price variables. 

Table A25 reports some experiments with higher depreciation rates than in 
our basic equations. lt has often been argued that the economic rate of 
depreciation has increased rapidly since the 'oil-price shock' in 1974. 
Our'estimation results indicate that the coefficient estimates of linear 
investment equations are not very sensitive to at least modest changes in 
the depreciation coefficient. 
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6.7 Summary of the Empirical Results of 
Annual Investment-Equations 

In this summary 'tIe briefly point out the most important features of the 
preceding empirical results obtained by using annual data on the Finnish 
corporate sector. They are as follows: 

(i) The accelerator (output or demand) is the most important single 
determinant of investment, although relative factor prices are 
also a significant factor. On average, accelerator variables 
affect investment with a shorter time lag than price variables. 

(ii) Price variables (the real wage rate and real user cost) seem to 
affect investment behaviour separately (with unequal , 
coefficients) and the elasticity of demand for capital with 
respect to the wage rate is higher than with respect to the user 
cost (see also below). 

(iii) Oifferent measures of capital cost (user cost) yield rather 
different results with respect to, for example, the long-run 
price elasticities of the desired capital stock. The second 
variant of the user cost (c2) seems to perform better than the 
c1-variant. Long-run output elasticity (slightly less than one) 
is not greatly affected by the choice of the capital cost 
variable. The modelling of expectations for the rate of inflation 
is crucial to the measurement of the capital cost variable in the 
case of the c2-variable. 

(iv) Corporate tax factors are quite important for the investment 
policy of firms, but personal tax factors do not seem to have a 
significant effect on investment decisions. 

(v) Cash flow considerations have a significant influence on 
investment (its timing) .by manufacturing firms, but they are not 
important for firms in the 'closed' residual sector. 

(vi) Credit rati oni ng does not seem to affect i nvestment poli cy. It 
may, however, have an indirect negative impact through the 
accelerator variable. 
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(vii) Generally, investment behaviour does not seem to be sensitive 
to 'modest' changes in the replacement hypothesis (i.e. 
depreciation rates) or to the inclusion of technical change as a 
separate argument (except perhaps in the residual sectors). 

Sectoral Comparisons: 

(viii) Accelerator variables are almost equally important in all 
sectors. Foreign demand seems to affect only investment by 
manufacturing firms whereas investment decisions of firms in the 
'closed' residual sector are mainly affected by developments in 
domesti c demand. 

(ix) Price variables are more important in the residual sector than 
in the manufacturing sector. The long-run price elasticity of the 

I 
optimal capital stock is about 0.10 in manufacturing and about 
0.35 in the residual sector (with the price variable being in the 
ratio form w/c). The long-run elasticities with respect to the 
real wage rate and the real user cost also seem to diverge in 
the two sectors, being roughly of the same order of magnitude as 
the elasticity with respect to the price ratio (the wage rate 
has a positive and the user cost a negative sign). Indirectly, 
the elasticity estimates imply that there are more substitution 
possibilities between capital and labour in the residual sector 
(labour-intensive) than in the manufacturing (capital-intensive) 
sector. 

On the whole, the results with annual data indicate that the neoclassical 
models of investment provide a fairly adequate explan~tion of the 
investment behaviour of Finnish corporations in the period under 
consideration (1963 - 1980). 



CHAPTER VII 

EMPIRICAL RESULTS OF QUARTERLY HJVESTNEtJT EQUATIONS 

7.1 Tests of Alternative Expectations Hypotheses for the Rate 
of Inflation and a General Outline of the Quarterly Analysis 

The statistical data used in the empirical analysis were described in section 
6.1. Before considering the general outline of the quarterly analysis, we shall 
present some encompassing tests of competing expectations hypotheses for the 
·rate of inflation, which is a crucial determinant of the user cost variable. 

The tests were carried out for the two variants of the user cost (c1 and c2) 
and for two forms of linear investment equations (eqs. 5.17i and 5.17ii). 
The expectations assumptions were also the same as those used with annual 
data. With adaptive price expectations, the adaptation coefficient is 0.1 
and it was selected on the basis of the minimum sum of residual squares. 
It should, however, be emphasized that coefficient values between 0.1 and 
0.5 gave very similar results to the coefficient (0.1) used in the 
subsequent analysis (especially in the case of eq. 5.17ii). 

The encompassing test results presented in table 23 are fairly clear-cut. 
In the first case (1), with the price ratio (w/c) as an explanatory 
variable (other variables included in the regression were a constant 
term, Q-1 and K_1 for ali equations), the null hypothesis c1 is not 
rejected with any of the alternatives. When the test is reversed, all the 
null hypotheses with different c2-variables are rejected. These results 
clearly indicate'that, for investment equations containing the factor 
price ratio as an explanatory price variable, the first variant (c1) of 
the user cost performs best. Similar results were obtained using annual 
data. The investment equations with the (w/c2)-variable perform rather 
poorly for quarterly data and the coefficient estimate of the w/c2 is 
insignificant in most cases, often receiving the wrong sign (negative). 
Hence, the estimation results below are reported for equations including 
eI' In the Appendices are shown some estimation results with w/c2• The 
reasons for the poor performance of the c2-variables are the same as in 
the case of annual data (w/c2 behaves in a very erratic manner) but the 
problems with c2 seem to be aggravated when quarterly data are used. The 
encompassing tests were also made with longer lags of the output variable 
but the results were essentially the same as with Q-l' 



Table 23. Encmpassing Tests of Coopeting Expectations ~theses for the Rate of Inflation in the User Cost Variable, 
(quarterly data of the aggregate sector) 

1. Inves1lrent equation 5.17i (w/c as price variable) 

F-statistics 
Null tJypothesis "0: <1 ~/adaptive ~/static ~/perfect ~/constant 

Alternative tJypothesis: 

~/constant price expectations 0.09 1.71 1.30 0.86 

~/static price expectations 0.01 0.01 2.11 0.01 

~/'perfect foresig,t' price expec:tations 0.17 0.24 1.09 0.92 

~/adaptive price expectations 0.30 1.43 4.98 0.15 

ct 22.45 24.28 18.67 22.56 

II. Inves1lrent equation 5.17ii (w/p,c/p as price variable) 

F-statistics 
Null tJypothesis "0: <1 <1/adaptive <1/static <1/perfect <1/constant 

Alternative IlYJx>thesis: 

~/constant price expectations 0.20 4.09 5.67 2.69 

~/static price expeetations 0.14 9.82 3.11 1.32 

~/' perfect foresig,t' price expec:tations 0.29 3.63 2.66 2.01 

~/adaptive price expectations 33.15 69.15 53.06 51.45 

ct 0.18 12.81 13.17 8.10 

Notes: The 95 ancl 99 per cent values of F(l,68) are approximately 3.99 ancl 7.06, respectively. If the calculated F-statistics 
are smaller than the critical values, the null Iypothesis is not rejected; (see also table 5). 

N 
tA) 
tA) 
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Encompassing tests in case (II), where the real wage rate (w/p) and the 
real user cost (c/p) are price variables, leave some room for 
interpretation. The null hypotheses with differe~t c-variables are 
rejected when the' alternative is the adaptive version of c2• The null 
hypotheses with static, perfect and constant price expectations are also 
rejected when the alternative is the cl-variable. The adaptive-c2 seems 
to perform best in the light of these tests. However, in order to carry 
out a comparable analysis with annual models and the (w/cl)-models, we 
have selected for further analysis the two variants of the user cost 
(cl and c2), where c2 is calculated under the assumption of adaptive 
price expectations with a coefficient 0.1. 1 

After having made our choices with respect to the price variables, we 
shall briefly consider the general strategy of the quarterly analysis. 
The main features of the analysis are the same as with the annual data 
but some differences do, however, arise because of the quarterly basis of 
the time series observations. It should be emphasized that before 
performing any estimation, diagnostic checking or specification tests, we 
have a priori selected some possible specifications of investment 
equations which were found to be reasonable and interesting for a 
detailed analysis (e.g. functional form: linear, log-linear, non-linear 
without cash flow and non-linear with cash flow, and the different 
measures of the user cost etc; see the discussion in sections 5.2 - 5.5). 
Hence, various alternative formulations of the investment equation 
suggested by the neoclassical theory have been delineated and the next 
step is to estimate the equations and to carry out specification and 
misspecification testing with'competing hypotheses. 

Specification and misspecification tests will be carried out mainly 
within the context of linear (or log-linear) models since statistical 
inference and hypothesis testi,ng are not yet well developed for 
non-linear regression models (see, e.g., Harvey, 1982). Thus, the 
estimation of non-linear equations is chiefly motivated by theoretical 
considerations, although some comparisons with linear models can be made 
in the light of the standard errors of regression and th~ estimates of 
structural parameters (rate of adjustment. elasticities). Some tests of 
the nested hypotheses can also be made within different types of 
non-linear models. 
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The quarterly analysis can be classified under the following broad categories: 

i) Estimation of basic linear investment equations: 
Estimation results are reported in tables 25, 27 and 28 and in 
the Appendices. The estimation methods used are OLS, TSLS, 
Cochran - Orcutt (CO) and two-stage Hatanaka (HAT); see the 
discussion in section 6.2.2. 

ii) Tests against misspecification: 
I 

Unlike a test of specification (e.g. encompassing,tests of 
c-measures), a test of misspecification is constructed with no 
clear alternative hypothesis in mind. Hence, such tests are 
designed for assessing the goodness of fit of the model implied 
by a particular maintained hypothesi~ (see Harvey, 1982). 
However, although the alternative hypothesis is usually rather 
vague, the choice of a particular misspecification test is 
generally based on some possible departure from the basic 
hypothesis in some suspected direction. 

However, it should be emphasized that the appropriate conclu
sion to be drawn from the tests depends upon whether one is 
willing to maintain the correctness of the model 's specifica
tion. Thus, when the model is thought to be correct, rejection 
may reasonably be attributed to either heteroscedasticity or 
serial correlation; so that there is a potential efficiency, gain 
to be realized from a more careful modelling of the variance 
structure (i.e. disturbance term). If the researcher is less 
confident about the correctness of the linear model, the tests 
indicate only that something is wrong, but not what. A more 
thorough investigation of the model's specification is hence 
indicated. 

In the quarterly models, serial correlation of residuals is 
usually a more serious problem than in annual models and hence 
more attention is paid here to testing for the presence and form 
of autocorrelation. The following test statistics are employed: 
DW, Durbin-m, the Breusch LM(4) for fourth-order (AR(4)) 
autocorrelation and the Wallis d4-test for seasonal aspects of 
autocorrelation (see, also, table 24). 
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iii) Specification tests with respect to the dynamics: 
Our basic point of departure with both annual and quarterly 
equations is the form in which the lagged capital stock is an 
explanatory variable. Since the tests for serial correlation 
reveal that autocorrelation is present in the residuals of 
quarterly equations, we have also considered some more general I 

dynamic specifications where an additional lagged capita1 stock 
(Kt -2) and/or lagged investment itself (I t - 1 ) enter as exp1ana
tory variab1es. Formal 1ike1ihood ratio tests are carried out 
between these more general dynamic specifications and the 
origina1 or the constrained (first-order autocorre1ation) 
specifications main1y in order to check whether a first-order 
autocorrelation correction is an appropriate way of model1ing 
the dynamics of investment equations. LR-test resu1ts are 
reported in tab1es 26 and 29. 

iv) Ana1ysis of other functiona1 specifications of the investment 
mode1s: 
As in the case of the annual data, we have also used quarter1y 
data to examine some alternative functiona1 specifications of 
the in'vestment equation. This procedure can a1so be seen as a 
way of trying to tackle the autocorre1ation prob1ems of the 
residuals in 1inear equations since autocorre1ation of residuals 
is not fu11 evidence of seria11y correlated disturbances (see, 
e.g., Harvey, 1982). Functiona1 rnisspecification, omitted 
variables or errors in variab1es may ·a1so cause serial correla
tion in the residua1s. The main motivation, however, with the 
endogenous rate of adjustment models (non-linear cash flow 
mode1s) is that theoretica1 considerations imp1y that the 
constant rate of adjustment is obtained on1y under rather 
restrictive assumptions (see chapters III and IV). 

In log-linear mode1s, the dependent variab1e is either ~logK or 
I/K_1 (see Table A28). The estimation results of the standard 
non-linear equations (without a cash flow variab1e) are 
presented in table 31. Tab1es 32 and 33 show the resu1ts of the 
non-1inear equations with the endogenous (variab1e) rate of 
adjustment dueto'cash f10w considerations. In order to check 



the sensitivity of the non~linear estimation results, three 
different estimation methods (programmes) have been employed 
(Mindis, Marquardt and Shazam). 
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v) Speeifieation tests of alternative measures for the user eost: 
Analogously to the annual models, we have performed some en
eompassing tests of alternative eoneepts of the user eost. The 
alternatives deal with different speeifieations of the tax 
faetors (tax neutral ease ete.) in the user eost variable and 
they are formulated within the seeond variant of the user eost 
(e2). These tests were earried out for the linear equations and 
they are reported in table 34. 

vi) Estimates of the struetural parameters: 
Estimates of the rate of adjustment are presented in table 35. 
They eover both the eonstant and variable speed of adjustment 
models. Table 36 shows some estimates of long-run elastieities 
of the demand for eapital with respeet to the aeeelerator 
(output) and price variables. 

As was mentioned in seetion 5.5.2, in the quarterly analysis w~ shall 
examine some proxies for the independent variables that are more 
expeetational than was the ease in the annual analysis. ARI~lA-models of 
output and price variables are eonsidered in Appendix VI. ARI~lA-models 

.' are used to generate short-term (one-period) expeeted values for 
variables. Almon polynomial lag struetures are also used to generate 
expeetational values. In all these eases as well as in the cases of 
statie and adaptive expeetations hypotheses, the forecast horizon is 
rather short and the expected values of variables are based on their own 
past values. 

The essential eharaeteristics of the investment deeision are, however, 
that they are inherently forward-looking sihce they depend on the 
expeetations of future values of the relevant variables (see seetion 
5.2). At the same time, however, the usual praetiee in empirieal work 
has been to apply the 'short-sighted' approach mentioned above. Because 
of the importanee of the forward-looking charaeter of the investment 
process, we shall also perform some preliminary analysis with truly 
forward-looking expeetational values of the output and price variables. 2 



238 

Table 24 shows the definitions (abbreviations) of the variables and test 
statics which are used in the subsequent quarterly analysis. 

7.2' Estimation Results of Linear Quarterly Investment 
Equations for the Aggregate Sector 

Since the c2-variable with adaptive price expectations receives negative 
values in the mid-1970s when the rate of inflation accelerated rapidly, 
we have also constructed a new series for the c2-variable which is 
obtained from the original c2-variant by adding a constant risk premium 
to the cost of capital cO,mponent (see Asteraki 1984). This premium might 
be thought to reflect the effects of exchange rate risks inherent in 
foreign borrowing but which are not reflected in the nominal interest 
rate on debt capital. The 'corrected' c2 is positive in the period 
1963.1 - 1980.4. The correlation between the original c2 and the 
'corrected' c2 is 0.97 and the estimation results with these two series 
are alrnost similar with both the (w/c2) - and (w/p, c2/P) - type models 
(see below). The advantage of the positive c2-variable is that it can 
also be used in log-linear and non-linear equations in order to make a 
full scale comparison between investment equations based on c1 and c2. 

The estimation results of the linear quarterly investment equations with 
the factor price ratio (w/c) as an explanatory price variable are presented 
in table 25 and in the Appendices, tables A26 and A27. In terms of 
standard statistical criteria (goodness of fit, SEE, autocorrelation 
tests etc.), it seems rath~r clear that the estimated equations perform 
more satisfactorily with w/c1 than with w/c2 as the price variable, a 
result which is in accordance with the annual data. In the quarterly data, 
the w/c2 variable seems to perform even more poorly than in the annual 
data because the sign of the coefficient estimate of w/c2 is uncertain 
(see table A27). The reasons for the prablematic behaviour af the 
w/c2-variable are likely ta be the same as in the case of the annual data 
(see sections 6.2.2 and 6.2.4). 
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TABLE 24. Definitions of Variables and Statistics Used in the Quarterly 
Analysi s 

1. Output (Qe): 

Q1 = Qt-1' Q4 = Qt-4' QA = Alrnon polynornial lag structure for Q 
QAR = ARH;lA-rnodel for Q, QF = Forward-looking expectations of Q 

(see note 2) 
~/e w e ce 

2. Price Variables-((c) , (p) , (p) ): 

_ (w ) _ (w ) _ (\'1 ) wCO - C- ' wC1 - C- ' wc20 - C- etc. 
1 t 1 t-1 2 t 

wCA = Alrnon-model for (w/c1), wCAR = ARHIA-model for (W/c1) 

wCF = Forward-looking rnodel for (w/c1) 

Wo = (*)t' W1 = (*)t-1' WAR = AR1MA-model for (w/p) 

WF = Forward-looking model for (w/p) 

C1 = (:l)t' C1,A = Almon-model for (c/p,> 

C1 AR = ARIMA-model for (c1/p), e1 F = Forward-looking model for (c1/p) 
_' c2 _ c2i . ' 
c2 = (p-)t' c2i = (--p--)t' 1 = 1, 2, 4, 5, 6 (see table 17) 

c2,F = Forward-looking model for (c2/p) 

3. Cash-Flow (CFe ): 

CFn = CF net CF n = CFnet CFg = CF9ross 
1 t-1' 4 t-4' 1 . t-1 ' 

CFg = CF9roSSetc CFA = Almon-model for CF 4 t-4 ., 

4. Other variables T, RM, see Appendices, tables A35, A36. 
5. Test Statistics: 

- R2, SEE, DH, D-m, RHO: see tables 7 - 8 
- LM(4) is the Breusch (1978) LM-autocorrelation statistic for the 

AR(4) process and the critical values of x~ are 1 %/13.28 and 
5 %/9.49; e1, ••• ,e4 are lagged residuals from OLS-estimation used 
to calculate LM(4). 

- d4 is the Wallis (1972) test statistic analogous to DW and it is 

derived from the residual relationship et = P4et-4 + ut • The 5 per 
cent significant points for (72,4) degrees of freedom are 
d4•L = 1.418, d4,U = 1.648, and the null hypothesis P4 = 0 is 
rejected if d4 < d4 L' the null is accepted if d4 > d4 U and , , 

. the inconclusive region is d4 L < d4 < d4 U (see ~Jallis, 1972). , , 
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TABLE 25. Quarterly Estimation Results of Linear Investment 
Equations for the Aggregate Sector (eqs. 5.14, 5.15 and 
5.17i; W/C1 as the price variable) 

Variables Equation No. 
and (1) (2) (3) (4) (5) (6) (7) 
statistics: 

Constant -0.160 -0.477 0.107 0.029 0.582 0.181 -0.068 
(0.91) (2.60) (0.82) (0.16) (1.85 ) (1.47) (1.60) 

Qe 0.451 0.298 0.649 0.613 0.537 0.620 0.309 
(9.47) (4.91) (14.25) (8.31) (6.01) (9.73) (4.23) 

(W/c1)e 2.745 2.668 1.665 1.744 0.478 1.165 1.890 
(6.32) (6.68) (4.93) (4.82) (0.97) (2.65) (3.64) 

CFe 0.305 0.054 0.204 
(3.68) (0.83) (2.42) 

LI -0.058 -0.038 -0.070 -0.066 -0.047 -0.062 -0.033 
(8.12) (4.41) (12.31) (9.26) (4.14) (7.68 ) (3.20) 

R2 0.810 0.839 0.889 0.886 0.904 0.766 0.683 
SEE 288.7 265.2 220.1 221.1 201.5 204.7 245.7 
DW 1.03 1.25 1.21 1.24 2.22 1.95 1.98 
D-m 0.51 0.38 0.38 0.37 -0.25 -0.19 -0.26 

(4.35) (2.93) (3.07) (2.95) (1. 95) (0.61) (0.78) 
d4 1.91 1.96 1.95 1.93 
RHO 0.63 0.42 0.44 

(6.59) 
LM(4 ) 27.12 15.91 12.96 12.74 11.26 15.12 28.08 

eI 0.254 0.228 0.340 0.330 -0.242 
(1.99) (1.73) (2.53) (2.46) (1.75) 

e2 0.385 0.324 0.120 0.128 0.057 
(2.92) (2.36) (0.85) (0.90) (0.41) 

e3 0.215 0.181 0.170 0.192 0.348 
(1.48 ) (1.23) (1.17) (1. 27) (2.32) 

e4 0.083 0.076 -0.163 -0.149 0.095 
(0.59) (0.46) (1.19) (1.07) (0.64) 

EST OLS OLS OLS OLS CO HAT HAT 

Definition Q1 Q1 Q4 Q4 Q4 Q4 Q1 
of 
Variables wcO wcO wcO wco wcO wcO WCO 

CFn 
4 CF 9 

4 CFn 
4 

Notes: See table 24. In the HAT-estimation, R2 is expressed at the 
transformed level of variables; in all other cases R2 is at 
the original level of variables. 
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Results of sensitivity analysis carried out with respect to different lag 
specifications of the output variable are presented in Table A26. The 
highest t-value for the coefficient estimate of output is obtained with' a 
one year lag, and the output variable with this lag (Qt-4) and with a one 
quarter lag (Qt-1) were chosen as the basic 'discrete' lag specifi~ations 
of this variable. In the cas~ of the price variable (w/c1), the c~~rent 
period's value seems to perform best. Other ~xpectational values for the 
two independent variables (Q and w/c) are: Almon polynomial lag structur~, 
ARmA-models and forward-looking expectations: The construction of the 
ARH~A-liIode 1 s i s presented i n Appendi x VI and the constructi on of 
forward-looking models in note 2 of this chapter. 

An attempt is made here to capture the basic idea of a forward-looking 
. model, where the target capital stock depends upon the power series of 

the forward differences of the desired capital stock'(see chapter V), by 
a linear specification for K* and by constructing directly forward-looking 
expectational values for the levels of both the output (Q) and the price 
variables. For example, QF is effectively a weighted average future 
output and the future values have been generated by an ARIMA-model for Q 
in \'lhich the weights are assumed to decline geometrically (see note 2 
and Appendix VI). 

In the light of the estimation results and test statistics (DW, D-m and 
LM(4),), it seems fairly evident that the residuals of the w/c1-type ' 
investment equations are serially correlated and that the autocorrelation 
might even be of a higher order than one. It should, however, be 
emphasized that, although a low value of DW (or the values of other 
autocorrelation tests) might indicate a serially correlated åisturbance 
term, it could also be symptomatic of some other type of 
misspecification (see, also, section (7.1). In particular, it is 
possible that positive serial correlation can be expected when the 
functional form is inappropriate. A similar pattern may also emerge when 
a variable has been omitted (see Harvey 1982, p. 155). 

We have also made an attempt to model' the OLS-residuals by the 
ARMA-procedure (see table A32). The estimation results of table A32 
indicate that there is not much to choose between the pure AR-processes 
and the ARMA-processes. The pure MA-processes are clearly inferior to the 
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AR- and ARMA-processes (the MA-results are not reported in table A32). 
Table A27 reports estimated investment equations based on the AR(2) 
-assumption (eqs. 2, 11 and 12). The results indicate that the coefficient 
estimates of the relative price variable (w/c) become insignificant. 

The different expectational values of independent variables can be viewed 
as an effort to try to check the effect of alternative independent 
variables on the performance of w/c-type equations. Alternative func
tional specifications (log-linear) are presented in Table A28 with ~logK 
and I/K_1 as dependent variables. An attempt has been made to deal with the 
case of omitted variables as a cause of serial correlation by adding a 
cash flow variable to the equations. Estimation results "11th proxy 
variables for credit rationing are presented in table A35 and the results 
with the technical 'change included are shown in table A36 (see, also, the 
discussion in section 7.5). 

The results of the alternative functional specifications, as well as the 
expectational values of independent variables and omitted variables, 
clearly indicate the rather persistent presence of serial correlation in 
the equations including w/c1 .as a price variable. In some cases, however, 
it is of a somewhat 'milder' type than in the original equations. 

In the light of these results, it seems quite legitimate to ask whether 
the dyna~ic specification of the investment equations could be improved 
by accepting first-order serial correlation as an integral part of the 
model. Table 26 contains the results of some likelihood-ratio tests of 
alternative dynamic specifications. The alternative hypothesis is an 
equation which includes additional lagged values of variables. The null 
hypothesis is either the original equation or a constrained form of the 
alternative hypothesis corresponding to the case of first-order serial 
correlation in the disturbance term. The constrained form is estimated by 
a non-linear estimation method (Mindis). 

The test resul ts of tab 1 e 26 i ndi cate that the null hypotheses a re 
rejected. Hence, the first-order autocorrelation correction does not seem 
to be an appropriate way of modelling the dynamic structure of the 
w/c-type investment equations; however, the estimation results obtained 
using'the CQ- and HAT-methods are reported in table 25. 
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TABLE 26. Likelihood-Ratio (LR-) Tests of Alternative Hypotheses with 
Respect to the Dynamic Specification of Quarterly Investment 
Equations for the Aggregate Sector (w/c1, w/c2, w/p and c/p 
as price variables) 

Alternative hypothesis (H1) : 'free lag specification' 
Null hypothesis (HO): LR 2 Critical values of Xp 2 

(p= ) Xp 
1 % 5 % 

l. Equation 3/Table 25 
- original form 30.00 4 13.27 9.49 
- constrained form (CO) 16.41 3 11.35 7.82 

2. Equation 2/Table 25 
- original form 30.80 5 15.09 11.07 
- constrained form (CO) 20.40 4 13.27 9.49 

3. Equation 10/Table A27 
- original form 50.00 4 13.27 9.49 
- constrained form (CO) 14.80 3 11.35 7.82 

4. Equation 2/Tab1e 27 
- original form 46.60 5 15.09 11.07 
- constrained form (CO) 16.60 4 13.27 9.49 

5. Equation 3/Tab1e 27 
- original form 48.00 6 16.81 12.59 
- constrained form (CO) 18.00 5 15.09 11.07 

Notes: LR = -2(LLFO- LLF1)" where LLFO and LLF1 are the 10gs of the 
likelihood function obtained under the nul1 and a1ternative hypothesis, 
respectively. In case 1 (eq. 3/Table 25) the 'free 1ag specification is: 

e e W e W e 
I t = aO + a1Qt + a2Qt-1 + a3(C-) + a4(C-) + a5Kt _1 + a6Kt _2 + a7It _1 1 1 t-l 

The original form is obtained when a2 = a4 = a6 = a7 = 0 and the 
constrained form is obtained by using parameter restrictions: 
a2 = -a l a7> a4 = -a3a7' a6 = -a5a7' The constrained form is equiva1ent 
to the Cochran - Orcutt (CO) correction. 
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The estimation results of the linear equations with the real wage rate 
(w/p) and the real user cost (c1/p) as separate price variables are 
reported in table 27 and in the Appendices, tables A29 - A30. 
Likelihood-ratio tests of alternative dynamic specifications are 
presented in table 26 (cases 4 and 5). The estimation and test results 
obtained for equations of the (w/p,c1/p)-type display fairly similar 
features to those of the (w/c1 )-type equations with serially correlated 
residuals, but without it being possible to accept the constrained form 
as an appropriate dynar~ic specification. However, the estimation results 
obtained by applying the CO- and HAT-methods seem to perform better than 
in the case of the w/c-models (see table 27). 

On the basis of the above results, it can be concluded that the linear 
equations which are based on the assumption of the c1-variant of the user 
cost are not adequate to explain the behaviour of investment in the 
aggregate sector in the period under consideration (the stability tests 
also support this conclusion, see table 30). However, some support has 
been found for the importance of both the expected output and expected 
factor prices for the investment decisions, but the general structure of 
the equation needs to be improved. 

There are different ways in which an improvement might be achieved. 
First, by accepting the hypothesis that the' disturbances are truly 
correlated, one could try to model higher-order autocorrelation and use 
the generalized Durbin-method for estimation purposes. Second, COMFAC
analysis could be used to model th,e relationship between systematic 
dynamics and autocorrelated disturbances. Third, we could try to change 
the model specification with respect to, for example, the form of the 
c-variable. The first and third avenues are chosen here. Table A32 
reports some ARMA-estimation results for the OLS residuals (w/p, c1/p 
equations). As in the case of the (w/c) -equations the pure MA-processes 
were inferior to other specifications. An AR(2) process or even some mixed 
process (ARMA) seems to perform better than the pure AR(l) process. Table 
A29 reports an estimated investment equation based on the AR(2) -assurnption 
(eq. 4). It can be seen that the model performs quite well except that 
the coefficient of the user cost variable is not significant. Hence some 
problems seem to remain with the c1-variant of the user cost. 
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TABLE 27. Quarterly Estimation Results of Linear Investment 
Equations for the Aggregate Sector (eqs. 5.14, 5.15 and 
5.17ii; w/p and C1/P as price variables) 

Variables Equation No. 
and (1) (2) (3) (4) (5) (6) (7) (8) 
statistics: 

Constant 2.509 1.681 2.201 1.676 1.867 0.457 0.338 0.476 
(4.54) (4.29) (4.22) (4.26) (0.21) (1.67) (1.02) (1. 70) 

Oe 0.434 0.646 0.292 0.620 0.283 0.555 0.220 0.560 
(6.30) (11.12) (3.83) (7.52) (2.58) (7.20) (2.64) (5.84) 

(w/p)e 0.259 0.162 0.224 0.162 0.159 0.182 0.282 0.182 
(2.57) (2.18) (2.38) (2.16) (2.33) (2.34) (3.18) (2.32) 

(C1/p)e -0.221 -0.131 -0.222 -0.134 0.091 -0.040 -0.038 -0.042 
(4.29) (3.62) (4.64) (3.60) (1.94) (0.86) (0.67) (0.90) 

CFe 0.310 0.038 0.159 0.130 
(3.43) (1.44 ) (1. 94) (0.78) 

LI -0.061 -0.073 -0.038 -0.069 -0.041 -0.068 -0.043 -0.068 
( 5.48) (8.78) (3.08) (6.20) (2;58) (6.33) (3.25) (5.50) 

R2 0.791 0.878 0.812 0.876 0.916 0.711 0.603 0.710 
SEE 309.3 231.5 286.9 232.8 188.8 203.3 236.7 205.2 
DW 0.86 1.06 1.06 1.08 2.41 1.88 1.88 1.87 
D-m 0.61 0.48 0.51 0.46 -0.36 0.02 0.04 0.05 

(5.43) (4.01) (3.93) (3.62) (2.99) (0.08) (0.21) (0.26) 
d4 1.29 1.72 1.35 
RHO 0.86 0.53 0.63 0.52 

(14.54) 
UH4) 35.50 17.64 26.50 17.21 16.21 20.95 43.08 20.26 

eI 0.244 0.389 0.257 0.382 -0.400 
(1.87) (2.88) (1.91) (2.79) (2.96) 

e2 0.391 0.129 0.323 0.136 -0.125 
(3.00) (0.90) (2.37) (0.94) (0.88) 

e3 0.285 0.223 0.312 0.232' 0.215 
( 1.96) (1.45 ) (2.14) (1.48) (1.49) 

e4 0.132 -0.145 0.173 -0.140 0.025 
(0.96) (1.04 ) (1.23 ) (0.59) (0.18) 

EST OLS OLS OLS OLS CO HAT HAT HAT 

Definitions Q1 Q4 Q1 
of 

04 Q4 Q4 01 Q4 
- - - - - - - -Variables wO wO wO wO· wO wO WO wO 

- - - - - -
C1 C1 C1 C1 C1 C1 C1 C1 

CFn 
4 CFn 

4 CFn 
4 CFn 

4 

, 

Notes: See tables 24 and 25. 
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Table A29 presents estimation results based on more eomplieated 
expeetations hypotheses for the exogenous variables (eqs. 5-1O)~ In the 
light of the general performanee (R2• SEE, DW ete.) of these equations. 
only the Almon lag speeifieation (eq. 5) seemsoto do slightly better than 
the previous models (table 27). However, the eoeffieient of the user eost 
is also insignifieant in the Almon-ease. Table A30 reports some experiments 
with other proxies for the demand variable (Z). These proxies are the 
same as those used in the annual equations (see table AI9). The equations 
whieh are based on the domestie demand variables (eqs. 7 and 8) perform 
equally well as the equations based on the own output variables (table 27). 
These equations are also free of serial eorrelation. A similar result was 
also obtained with annual data (see table AI9). The eoeffieient estimate 
of the wage rate variable is not, however, signifieant in these equations. 

The basie advantage of the el -variant of the user eost over the e2-variant 
is that the negative value problem is not present (see seetion 6.2). 
Some other problems exist with the el-variable, however. Although in 
prineiple the effeets of all lagged variables on the expeetations of 
relevant future faetors affeeting the eost of eapital should be eaptured 
by Tobin's "q"-variable. this may not happen in practiee because of, 
for example, capital market imperfections (see, also, Appendix II). A 
second reason for the problems with eI may stern from the fact that the 
calculation of the real cost of financial eapital is based on the estimates 
of the "q"-variable, whieh are probably very crude measures in the 
Finnish ease, where the stock market plays a rather minor role and various 
approximations have to be made in order to obtain the "q"-values. A third 
possible reason for the p~oblems with eI is that its calculation is based 
on average "q"-values (the market value of the firm divided by the 
replacement eost of its total eapital) rather than marginal "q"-values 
(the valuation of an additional unit of eapital relative to the eost of 
this eapital). It is the marginal "q" whieh is the relevant determinant 
of investment (see e.g. Abel 1981). In eontrast, the e2-variable avoids 
some of these problems sinee its ealeulation is based on explieit 
modelling of expeetations with respeet to its determinants, sueh as 
the rate of inflation, and beeause marginal (or average) investment 
ineentives are used (see Appendiees 1 and IV). 
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Variables 
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and (1) (2) (3) 
Equation No. 

(4) (5) (6) (7) (8) (9) 
statistics: 

Constant 

Qe 

(w/p)e 

(C2/p)e 

CFe 

R2 
SEE 
OW 
O-m 

d4 
RHO 

LM(4) 

EST 

Oefi ni ti ons 
of 
Variables 

Notes: 

1.899 1.612 1.477 1.455 1.872 1.508 1.677 0.928 0.940 
(9.59) (7.89) (7.82) (7.77) (6.20) (5.67) (6.03) (5.65) (5.70) 
0.240 0.147 0.417 0.325 0.213 0.405 0.151 0.411 0.334 

(5.27) (2.87) (7.44) (4.05) (3.52) (5.81) (2.44) (5.86) (3.64) 
0.319 0.296 0.253 0.255 0.309 0.240 0.301 0.231 0.238 

(4.55) (4.48) (4.04) (4.11) (4.23) (3.55) (4.29) (3.28) (3.40) 
-0.070 -0.067 -0.050 -0.054 -0.067 -0.049 -0.066 -0.049 -0.053 

(10.43)(10.59) (7.23) (7.34) (6.47) (5.16) (7.29) (5.16) (5.41) 
0.211 . 0.120 0.160 0.099 

(3.30) (1.60) (2.47) (1.30) 
·-0.063 -0.047 -0.070 -0.062 -0.058 -0.067 -0.050 -0.067 -0.061 
(8.16) (5.46)(10.39) (7.39) (5.92) (7.80) (4.91) (7.57) (6.14) 

0.893 0.911 0.918 0.920 0.910 0.927 0.916 0.820 0.831 
215.6 201.2 189.6 187.5 195.5 176.2 188.8 177.8 177.0 

1.14 1.29 1.22 1.25 2.18 2.05 2.11 2.05 2.03 
0.43 0.36 0.39 0.37 -0.12 -0.05 -0.087 -0.34 -0.33 

(3.76) (2.93) (3.30) (3.08) (0.93) (0.43) (0.67) (1.01) (0.93) 
2.04 1.87 2.00 2.06 

0.45 0.38 0.38 0.43 0.37 
(4.23) (3.54) (3.46) 

17.28 11.30 13.82 12.88 5.70 3.24 4.02 5.83 ·7.20 

0.311 0.281 0.344 0.323 -0.146 -0.060 -0.108 
(2.35) (2.08) (2.63) (2.43) (1.10) (0.42) (0.79) 
0.246 0.185 0.120 0.137 0.194 0.104 0.173 

(1.75) (1.30) (0.86) (0.97) (1.46) (0.77) (1.27) 
0.096 0.077 0.146 0.123 0.201 0.184 0.159 

(0.66) (0.52) (1.01) (0.84) (1.43) (1.31) (1.11) 
-0.043 -0.073 -0.174 -0.186 0.064 -0.051 0.015 
(0.31) (0.53) (1.31) (1.38) (0.46) (0.37) (0.11) 

OLS OLS OLS OLS CO CO CO 

Q1 Q1 Q4 Q4 Q1 Q4 Q1 
- - - - - - -wO \'/0 WO wO wO WO \'/0 

- - - - - -c2 c2 C2 c2 c2 c2 c2 

CF~ CF~ 

See table 24. 

,~ 
/-

HAT HAT 

Q4 Q4 
- -wO WO 
- -c2 C2 

CF g 
4 
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\ 
The 1ast form of the price variab1es used inc1udes the rea1 wage rate and 
the second variant of the rea1 user cost (c2/p). The estimation resu1ts 
of 1inear equations with c2/p as the user cost variab1e are presented in 
tab1e 28 and in the Appendices, see tab1es A28, A31, A33, A34. The estimation 
resu1ts and test statistics c1ear1y indicate that this form of investment 

, , 

equation is superior to the ones presented above. Standard errors of 
regression are about 10 - 20 per cent 10wer and t-statistics of 
coefficient estimates c1ear1y higher than in the previous mode1s with the 
quarter1y data. Tests of seria1 corre1ation in the residua1s indicate 
that autocorre1ation is of a rather 'mi1d' form, usua11y of first-order, 
and that no seasona1 e1ement seems to be present in the residua1s. There 
seems to be some sensitivity in the coefficient estimates of the output 
variab1e with respect to alternative expectations hypotheses but the 
coefficient estimates of the wage rate and the user cost are rather 
insensitive with respect to the competing hypotheses. The cash f10w 
variab1e is a1so significant in most regressions. Its coefficient obtains 
its highest t-va1ue with a one year 1ag, a1though it a1so has a positive 
sign with shorter lags (not reported here). 

The likelihood-ratio tests reported in table 29 indicate that the null 
hypothesis of a constrained dynamic specification stemming from the 
first-order autocorrelation in the residuals is not rejected. Estimation 
results also show that the CO- or HAT-methods increase the efficiency of 
the coefficient estimates (t-statistics increase). The standard errors of 
regression (SEE) are about 6 per cent of the mean value of the dependent 
variable in the best equations, thus indicating that these equations have 
a good tracking ability. Hence, the investment equation containing the I 

real wage rate and the second variant of the rea1 user cost as price 
variables would seem to be Qur preferred equation among the linear 
specifications in the quarterly data and when output is used as a proxy 
for the demand index. 

Table A28 reports the estimation resu1ts of 10g-linear investment 
equations with the 'corrected' c2-variant of the user cost. In addition 
to using output as a proxy for expected demand (eqs. 9-11), we a1so , 
experimented with aggregate domestic demand variables (eqs. 13-15) as in 
the case of the (w/p, c1/p) -equations. ln terms of general performance 
(R2, SEE), these equations do very wel1 and in the case of the domestic 
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demand variables the OLS-residuals are clearly white noise (in the light 
of DW, D-m and LM(4) test statistics). All the coefficient estimates are 
also highly significant. The (w/p, c2/p) -investment equations are also 
somewhat better than the corresponding (w/p, c1/p) -equations (in terms 

/ of R2, SEE), which contain serially correlated residuals. 

Alternative demand proxies were also tried for the basic linear equations 
of the (w/p, c2/p) -form (see table A31). Both foreign and domestic 
demand proxies were.used. The estimation results are very similar to 
those based on the lagged output variables, and the coefficient estimates 
of the price and cash flow variables are not 'sensitive to the choice of 
the demand proxy. The proxies measuring domestic demand pressures again 
perform best, but measured i n terms of R2 the difference i s very sma 11 
as compared to the equations with output variables. 

Table A34 reports estimation results of linear (w/p, c2/p) -equations 
based on various expectations hypotheses with respect to the 'exogenous' 
variables (ARIMA-models, Almon-lags and. forward-looking expectations). 
The coefficient estimates of the price and cash flow variables again seem 
to be very insensitive to the choice of the expectations hypotheses but 
t.he parameter of the accelerator variable varies considerably and is even 
insignificant in some cases. The best fit is again obtained with 
Almon-lags for the output variable. Table A33 presents estimation results 
'with different measures of the c2-variable (see, also, table A34 where 
encompassing tests are presented for alternative c2-variables). The 
estimation results in table A33 are generally very insensitive to the 
choice of the c2-variable. In sum, the foregoing experiments with the 
(w/p, c2/p) -equations indicate a rather surprising amount of invariance 
with respect to various specifications (functional form, demand proxies 
and c2 -formulas). The results also indicate that the investment equations 
based on the c2-variable perform generally somewhat better than 
equations based on the c1-variable. 
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TABLE 29. Likelihood-Ratio (LR-) Tests of Alternative Hypotheses with 
Respect to the Dynamic Specification of Quarterly Investment 
Equations for the Aggregate Sector (w/p, c2/p as price variables) 

Alternative hypothesis (H1): 'free lag specification ' 
Null hypothesis (HO): LR 2 Critical values of Xp 2 

(p= ) Xp 
1 % 5 % 

1. Equation I/Table 28 
- original form 33.60 5 15.09 11.07 
- constrained form (CO) 15.50 4 13.27 9.49 

2. Equation 3/Table 28 
- original form 20.10 5 15.09 11.07 
- constrained form (CO) 9.00 4 13.27 9.49 

3. Equation 2/Table 28 
- original form 30.80 6 16.81 12.59 
- constrained form (CO) 8.20 5 15.09 11.07 

4. Equation 4 with CFa/Table 28 
- original form 19.00 6 16.81 12.59 
- constrained form (CO) 6.10 5 15.09 11.07 

5. Equation 10/Table 33 
- original form 16.00 5 15.09 11.07 
- constrained form (CO) 8.60 4 13.27 9.49 

Notes: See table 26. If the LR-statistic exceeds the corresponding critical 
value of x2, then the null hypothesis is rejected; otherwise the null is p . 
not rejected. The con!itrained form corresponds to the Cochran - Orcutt 
first-order autoco.rrelation estimation of the original equation (non-linear 
estimation is performed by applying the Mindis-method as in table 32). 

The formal stability test results reported in table 30 also support the 
above conclusion (see the discussion on stability tests in section 
6.2.2). The investment equations with w/p and c2/p as the price 
variables almQst universally pass the stability tests and hence the null 
hypothesis of parameter constancy is not rejected. In investment models 
with other price variables, there seem to be instability problems, 
although some of the equations with w/p and c1/p as .the price variables 
also perform quite well. 

The reliability (power) of stability tests usually requires that the 
residuals of the regressions should be serially uncorrelated and homo
scedastic (especially the Chow test and other homogeneity tests). Corsi, 
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Poll ock and Prakken (1982) have recently presented some evi dence 
concerning the appropriateness of the Chow test in the presence of 
first-order serially correlated residuals. Their results suggest that the 
Chow test is biased towards rejecting the hypothesis of stability in the 
regression coefficients. 

Toyoda (1974), Jaytissa (1977) and Schmidt - Sickles (1977) have 

investigated the accuracy of the Chow test under conditions of 
heteroscedasticity. They have found that heteroscedasticity in residuals 
significantly affects the 'true' level of significance of the Chow test. 
Because of this, we have calculated White-tests for the equations 
presented in table 28. These tests sho~1 that heteroscedasticity does not 
seem to be a significant cause of bias in the stabi11ty tests. On the 
other hand, the autocorrelation tests (DW, D-m and Ui(4» show that 
serial correlation of residuals is fairly mild in the (w/p,c2/p)-investment 
models. QUSUMSQ-tests and plots are also regarded as general tests 
against heteroscedasticity of residuals and they also support the 
conclusion made here (graphical plots are not shown here). 

We also carried out informal comparisons of the graphs of the parameters 
obtained in the F-H and homogeneity tests and of the plots of the CUSUM 
and CUSUMSQ residuals and these confirmed our conclusions fairly well. 
Quandt's log-likelihood ratio statistic was also examined. In the case of 

equations where the price variable is either w/c1 or (w/p,c
1
/p), there 

seems to be a clear turning point around the years 1973 - 75, the time of 
the first 'oil crisis'. In the equations with w/p and c2/p as the price 
variables, a turning point is also present, but it is not so evident as 
in the preceding cases. Hence, it can be concluded that the mid-1970s 
seem to be a period in which a change in the coefficients or in the 
structure of the whole investment regression "might have taken place. This 
result confirms the prob1em encountered above in connection with 
mode11ing expectational va1ues for the rate of inf1ation. It might a1so 
be argued that the 'oi1 crisis' caused an abrupt increase in the rate of 
deterioration and obso1escence of the existing capita1 stock. This 
possibility is examined in section 7.5. 



T8ble 30. St8blllty Tests of Quarterly Llne8r Investment Equ8tlons for the Aggregate Sector 

T8ble Price F-H-l° F-H-2o CB CF C~ ~ C ~ H24 H36 DW D-m W/X~ 
No./ v8rl8blå 
Eq. No. 

25/1 w/cl F(4,64)=10.06 F(4.60)=8.90 1.279 1.056 0.276 0.308 F(8,60) =14.53 F(4,64)=1.26 1.03 0.51 8.90/12.59 
25/3 w/cl F(4,64)= 3.10 F(4,60)=1.49 1.153 0.766 0.216 0.190 F(8,60) = 5.94 F(4,64)=1.73 1.21 0.38 4.52/12.59 
25/4 w/cl F(5,62)= 3.47 F(5,57)=1.23 1.105 0.786 0.214 0.201 F(10,57)= 4.83 F(5,62)=1.52 1.24 0.37 4.11/18.31 
A27/9 w/ez F(4,64)=23.55 F(4,60)=6.74 1.923 0.951 0.273 0.468 F<8,60) =21.35 F(4,64)=4.87 0.73 0.49 22.92/12.59 
A28/1 w/cl F(4,64)= 1.11 F(4,60)=1.43 1.025 0.900 0.210 0.166 F<8,60) = 4.30 F(4,64)=0.95 1.15 0.42 4.23/12.59 
A28/3 w/cl F(4,64)= 1.79 F(4,60)=1.58 1.115 0.858 0.221 0.172 F<8,60) = 5.16 F(4,64)=1.38 1.11 0.42 3.55/12.59 
27/1 w/P,cl/P F(5,62)=14.25 F(5,57)=8.41 1.197 0.793 0.252 0.407 F( 10,57)=21.40 F(5,62)=3.83 0.86 0.61 8.32/18.31 
27/3 w/P,cl/P F(6,60)=14.43 F(6,54)=5.44 1.408 0.778 0.210 0.424 F(12,54)=15.50 F(6,60)=3.78 1.06 0.51 10.06/25.00 
A28/6 w/P,cl/P F(5,62)= 2.26 F(5,57)=3.23 0.864 0.840 0.198 0.159 F<10,57)= 6.38 F<5 ,62) =2.17 1.08 0.46 7.63/18.31 
A28/7 w/P,cl/P F(5,62)= 2.50 F(5,57)=3.49 0.953 0.811 0.209 0.164 F(10,57)= 6.99 F(5,62)'=2.35 1.05 0.47 7.00/18.31 
28/1 w/p,ez/p F(5,62)= 2.59 ·F(5,57)=3.06 0.840 0.502 0.125 0.249 F<10,57)= 3.22 F(5,62)=4.93 1.14 0.43 16.98/18.31 
28/3 w/p,ez/p F(5,62)= 1.30 F(5,57)=1.29 1.107 0.696 0.152 0.176 F(10,57)= 1.86 F(5,62)=1.93 1.22 0.39 14.61/18.31 
28/2 w/p,ez/p F(6,60)= 2.61 F<6,54)=2.53 0.966 0.508 0.134 0.221 F(12,54)= 2.70 F(6,60)=3.05 1.29 0.36 19.86/25.00 
A33/4 w/p,ez/p F(5,62)= 1.33 F(5,57)=2.48 1.140 0.711 0.183 0.189 F(10,57)= 1.35 F(5 ,62) =1.42 1.36 0.32 14.12/18.31 
A33/8 w/p,ez/p F(6,60)= 1.86 F(6,54)=2.51 0.956 0.445 0.164 0.198 F(12,54)= 2.01 F<6,60)=2.15 1.43 0.29 17.81/25.00 
A34/6 w/p,ez/p F(6,60)= 2.60 .F(6,54)=3.02 0.568 0.651 0.151 0.230 F<12,54)= 1.55 F(6,60)=2.23 1.33 

Notes: Crltlc81 v81ues of test st8tlstlcs: 
F(4,64) F(5,62) F(6,60) Cs,F C~2 C~3 ~4 

5 % 2.53 2.37 2.25 0.948 0.192 0.189 0.187 
1 % 3.65 3.34 3.12 1.143 0.242 0.238 0.235 

F(4,60), F(5,57) 8nd F(6,54) 8re approxlm8tely equal to F(4,64), F(5,62) and F(6,60), respectlvely. Equatlons wlth (4,64) degrees 
of freedom for F-H-l ° correspond to C 34 etc. 
F-H-lO: F8rley - Hlnlch test wlth flrst degree tlme-trendlng regresslons (see table 10) 
F-H-2o: F8rley - Hlnlch test wlth second degree tlme-trendlng regresslons 
Cs, CF: CUSUM tests (b8ckward, forward) 

~, C~: CUSUM SQUARES tests (backward,. forward) 
H homogenelty st8tlstlcs for movlng regresslons (the lengths of the tlme segments are 24 and 36 quarters and hence H36 

I s the Chow-test) . 
W Whlte test for heteroscedastlclty (see Whlte, 1980), ~ glves the 5 per cent crltlcal value of thls test statlstlc wlth p 

r8nglng from 6 to 21 (p =~, k = number of Independent varlable) 

N 
0'1 
N 
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Summarizing the estimation and misspecification (diagnostic checking) 
test results for the linear quarterly investment equations, it can be said 
that, although we are tempted to draw the conclusion that the serial' 
correlation of residuals is not a serious problem in the (w/p,c2/p)-type 
models and that the first-order autocorrelation correction seems to be a 
legitimate method to apply when it is needed, it should nevertheless be 
emphasized that there may exist many different reasons for the 'mild' 
autocorrelation in some specifications. The LR-test results for 
alternative dynamic specifications indicate that even the 'best' 
equations might require the presence of lagged investment and/or an 
additional lagged capital stock in order to be 'completely' satisfactory. 
The following theoretical, methodological and data considerations might 
provide explanations for the inclusion of the additional lagged variables 
in the investment regression. 

i) Linear approximation may not perhaps be the 'best' functional 
form and hence an attempt should be made to fit non-linear 
models to the data. 

ii) The rate of adjustment is not constant and hence models with the 
endogenous (variable) speed of adjustment might work better, as 
theoretical considerations also suggest (see chapters 111 and IV). 

iii) The proxies used for the exogenous demand variable might be 
inappropriate, although the endogeneity problem with the output 
variable does not seem to be severe in the light of the 
TSLS-estimation'results. 

iv) 'The replacement ratio might not be constant as some of the 
stability test and plot analyses could be interpreted as 
implying. If the replacement ratio (depreciation coefficient) is 
variable over time and possibly subject to rational economic 
decision-making, then lagged values of investment or the capital 
stock would show up in the investment regression in order to 
capture 'echo' effects of past capital stocks (see Nickell, 
1978, p. 274, Feldstein and Rotschild, 1974 and SChiantarelli, 
1983) • 

v) The putty-putty assumption of the production technology could be 
inappropriate. The putty-clay hypothesis, on the other hand, 
usually leads to a specification in which the reduced-form 
investment equation contains lagged values of investment among 
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the independent variables (see, e.g., King 1972, Sarantis 
1979;see a1so section 5.3.2). 

vi) The dynamic structure of the mode1 cou1d be Inisspecified. King 
(1972) and Sarantis (1979), for examp1e, specifya partia1 
adjustment mechanism in terms of investment, i.e. 
10g I t = 110g It + (1-1)10g I t _1, whereas we have used a simi1ar 

mode1 in terms of the capita1 stock. 

vii) The simu1taneity of investment and financing decisions, the 
endogeneity of the cost of capita1 and the specification of 
credit rationing effects might a1l be causes of the serial 
correlation of residuals (see section 5.4). 

viii) It has been assumed that the output price and 1abour input are 
more or less freely adjustable. This can be justified only on 
the grounds that this is true relative to the costs of capita1 
adjustment. Nevertheless, it is possible that the 'true' 
relationship is between the dernands for various factors of 
production (capital, 1abour, energy etc.) and hence an 
interrelated faetor demand approach should be used. 

ix) The question of the aggregation of variables (output, capital 
and labour input) and micro relationships is always a severe 
problem in empirical analysis at industry or higher 1eve1s of 
aggregation. 

x) Data inaccuracies can always be a cause of serial correlation 
(errors in variables). In the case of quarterly data, which is 
based partly on interpolation from annual observations and where 
seasonal adjustment might be inaccurate, autocorrelation is more 
common than expected. 

It is not possible here to discuss at a greater length all the points 
presented above nor to carry out further analysis with respect to al1 the 
questions raised and we shall therefore confine our analysis main1y to the 
first four issues listed above. However, when evaluating the results of 
the quarterly ana1ysis, it is worth keeping all these points in mind. 



7.3 Estimation Results of Non-Linear Quarterly 
Investment Equations for the Aggregate Sector 
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Estimation of equations which are inherently non-linear in their coef
ficients is carried out ;n two steps. Table 31 gives estimation results 
of equations excluding the cash flow variable. Hence the ra te of 
adjustment is constant in these models. Tables 32 and 33 report some 
experiments with equatians including an endogenous (variable) rate of 
adjustment to take account of cash flow considerations (see section 
5.4) • 

The general methodology of non-linear estimation was discussed in section 
6.3. One problem which bedevils econometric work with non-linear 
equations is that the objective function is often relatively 'flat' 
around the optimum. Such problems are normally encountered when the 
objective function depends on more than two parameters (see Harvey 1982, 
pp. 124-125). Given the multicollinearity af economic time series and the 
small samples available, flat objective functions are quite common. In 
order to try to guarantee that a global solution has actually been 
obtai ned we have used three methods (Mi ndi s, !'1arquardt and Shazam). 
Mindis is a minimum distance estimation method (see Berndt, Hall, Hall 
and Hausman 1974/RAL-program), Marquardt is based on the same principle 
as the quadratic hill-climbing method (see ~1arquardt 1963, Harvey 
1982/RAL-program) and the Shazam program includes a quasi-Newton 
estimation method. Estimation results are reported here only for the 
Mindis-method since, after a large amount of computational work, we were 
able to derive very similar results with the other two methods. A large 
set of initial values was used in order to guarantee a global estimation 
result (see below). 

Both constant and variable speed af adjustment equations were estimated 
for the two basic forms of investment models (eqs. 5.21; and 5.21i;) and 
for some alternative expectational values. In the case of equation 
(5.21 i;), both output and other proxi es are used for the exogenous demand 
index (see section 5.5.2). All non-linear equations are applieq for both 
variants of the user cost. 
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TABLE 31. 

(5.21i) 

(5.21i;) 

Variab1es 

Quarter1y Estimation Resu1ts of Non-Linear Investment 
Equations for the Aggregate Sector (eqs. 5.21;, and 5.~lii) 

Equation No. 
and (1) (2 ) (3) (4) (5) (6) (7) (8) 
statistics: . 

Constant 

Qe 

z~ 
(W/C1) 

(W/C2) 

(w/p) 

(C1/P) 

(C2/P) 

LI 

R2 
SEE 
DW 
LLF 

Notes: 

5.641 2.642 6.167 28.567 0.738 8.455 45.630 108.727 
(3.25) (4.62)· (1.67) (1. 90) (0.96) ( 1.26) (1.46 ) (2.43) 
0.791 0.856 0.778 0.522 

(24.2I) (33.06) (9.03) {7.04} 

0.926 0.601 
(7.23) (6.21) 

0.473 0.326 
(4.84) (5.82) 

0.193 
{5.18} 

0.020 
(4.40) 

0.207 0.387 0.209 0.400 0.554 0.581 
(2.26) (5.04) ( 1.83) (4.72) (5.72) (9.77) 
-0.189 -0.173 -0.245 
(4.23) (3.27) (3.51) 

-0.021 -0.023 -0.031 
(6.20) (9.42) {8.81} 

-0.070 -0.054 -0:071 -0.075 -0.064 -0.071 -0.068 -0.077 
(12.19) (IO.19) (8.84) (10.34) (7.20) {9.42} (5.90) (9.62) 

0.891 0.895 0.890 0.915 0.868 0.908 0.782 0.896 
220.0 218.7 221.6 198.9 247.3 206.6 317.8 219.6 

1.20 1.05 1.19 1.17 1.66 1.76 0.85 1.46 
-488.5 -488.0 -488.4 -480.6 -496.3 -483.4 -514.4 -487.8 

See tab1e 19. The coefficient estimates of Q, Z, w/c, w/p and c/p 
are the 10ng-run e1asticities of the desired capita1 stock with 
respect to these variab1es. LLF is the va1ue of the 10g 1ike1ihood 

function. Estimation is based on the Mindi~-method {see text}. 

Qe = Qt-4' Z~ = CI_1 and Z~ = S_4 (see a1so tab1e A30), c2 is 
the variant which is positive for a11 t. 

2 LR-test: Xl 
eqs. (1) & (3) 0.2 
eqs. {2} & {4} 14.8 
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The estimation results presented in tab1e 31 for the constant speed of 
adjustment equations with c1 as the user cost show great similarities to 
the corresponding annua1 mode1s of the aggregate sector (see tab1e 19). In 
terms of goodness of fit of the regression, the non-linear equations are 
very similar to the linear quarterly equations, thus indicating that the 
1inear approximation works quite well with both user cost variab1es. The 
coefficient estimate of the relative price variab1e (w/c) is much higher 
with c1 than with c2: A simi1ar resu1t was a1so obtained with 1inear 
equations. The residuals of the non-1inear (w/c)-equations are a1so 
serial1y correlated. The equations with w/p and c2/p as separate price 
variables are clearly better than the (w/c) - or (w/p, c1/p)-equations. 
Hence, this result is in accordance with the linear equations. The lowest 
SEE is obtained with lagged output (Q-4) as an acce1erator variab1e, 
a1though the coefficient estimates of the wage rate and the user cost are 
not very sensitive to the choice of the demand proxy. LR-tests indicate 
that the null hypothesis of the equality of the wage rate and user cost 
coefficients is not rejected in the case of the c1-variable but the nu11 
;s c1ear1y rejected in the case of the second variant of the user cost (see 
tab1e 31, notes). The estimation results with linear investment equations 
a1so suport this conclusion. It should a1so be noted that a random 
re.sidua1 is obtained when the domestic demand variable (CI) is used as a 
proxy for the demand effects. The estimation results with Q-4 and 
CI_1 variab1es are, however, very similar. 

Tables 32 and 33 report our experiments with non-1inear equations in 
which the rate of adjustment is endogenous because of cash flow and K* 
effects. Because of the rather complex nonlinearity, there were more 
estimation prob1ems in this case than in the preceding case with the 
constant speed of adjustment. Hence, a large number of iterations with 
respect not on1y to functiona1 forms (equations of K*), measures of cash 
f10w (net, .gross), and 1ags in a11 variab1es (Q, w/c, w/p, c/p and CF) 
but also to methods (initia1 va1ues and algorithms) were employed before 
the resu1ts shown in tab1es 32 and 33 were selected. 
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TABLE 32. 

(5.11 ) 

( 5.18) 

Parameters 
and 
statistics: 
A 

AO 

A1 

AO 

A1 

A2 

A3 

R2 
SEE 
DW 
LLF 
€Q 
€w/c 

Quarterly Estimati on Resul ts of Non-Li near Cash Flow 
Investment Equations for the Aggregate Sector 
(eq. 5.11, variable speed of adjustment model) 

-A CFgap 
1 t * + 6K

t
_
1 It = [AO+(l-AO)(l-e )](K t -Kt _1) 

net CF9ross 
CFgap = CF 

* or * 
K -K K -(1-6)K_1 -1 

* [Qet 1[ (~)et2 Kt = (10 t c t 

Equation No. 
(1) (2) (3) (4) (5) (6) (7) 

0.069 0.058 
(9.85) (7.41) 

0.049 0.044 0.011 0.074 0.015 
(5.65) (4.17) (1.90 ) (6.94) (2.59) 
0.319 0.265 0.330 0.075 0.362 

(3.47) (3.89) (6.14) (6.78) (6.01) 
555.24 519.50 44.79 83.92 30.34 284.42 444.83 
(1. 61) (1.91) (1.47) (2.72) (1.27) (2.37) (1.95) 
0.553 0.560 0.800 0.761 0.844 0.629 0.504 

(8.18) (9.87) (11.17) (18.96) (10.10) (13.84) (6.70) 
0.513 0.479 0.031 0.217 0.021 0.367 0.445 

(5.86) (7.00) (5.16) (4.28) (2.22) (7.23) (6.84) 
0.095 

(2.28) 
0.672 0.669 0.569 0.766 0.578 0.610 0.648 

260.5 263.2 301.3 220.0 298.9 282.0 269.7 
1.19 1.20 0.79 1.23 0.84 1.03 1.12 

-500.1 -500.8 -510.6 -487.9 -510.0 -506.3 -502.6 
0.553 0.560 0.800 0.761 0.844 0.629 0.504 
0.513 0.479 0.031 0.217 0.021 0.367 0.445 

Definitions of Q1 
Variables w/c1 

Ql 
w/q 

Notes: 

CF~ 

See table 24. LLF =' log-likelihood function, SEE = standard 
error of the regression, €Q and €w/c are elasticities of 
demand for capital with respect to output and relative 
prices, respectively. Estimation is based on the Mindis
method but other methods (programmes) have also been used 
(Marquardt, Shazam) ~nd 6 = 0.019 in all equations. 
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TABLE 33. 

(5.18i;) 

Parameters 
and 
statistics: 

"0 

"1 

80 

81 

82 

83 

84 

R2 
SEE 
DW 
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Quarterly Estimation Results of Non-Linear Cash Flow 
Investment Equations for the Aggregate Sector 
(see table 32, investment equation 5.11) 

Equation No. 
(1 ) (2) (3) (4) (5) (6) 

0.022 0.100 0.070 0.081 0.072 0.072 
(2.45) (10.16) (5.06) (8.11 ) (5.57) (6.28) 
0.382 0.061 0.094 0.033 0.120 0.095 

(6.38) (0.64) (0.94) (1.44) ( 1.40) (1.12 ) 
249.42 2048.13 68.41 367.93 1205.24 115.72 

(1.72) (2'.68 ) (1.53 ) (1.75) (2.15) (1.17) 
0.754 0.239 0.799 0.503 0.326 0.586 

(8.64) (4.25) (7.61 ) (5.88) (4.81) (5.25) 
0.311 0.661 0.180 0.386 0.560 0.397 

(3.36) (10.73) (1. 63) (4.33) (7.92) (4.08) 
-0.736 -0.028 -0.236 -0.023 -0.035 -0.026 
(7.79) (9.56) (3.24) (4.57) (7.18) (5.45) 

0.701 0.764 0.767 0.807 0.780 0.799 
251.5 228.2 221.5 201.4 215.3 205.7 

1.60 1.13 1.22 1.17 1.40 1.67 

(7) (8) 

0.069 0.058 
(6.79) (4.96) 

276.56 322.43 
(1. 29) (1.12 ) 
0.635 0.562 

(4.74) (3.70) 
0.362 0.381 

(2.63) (2.41) 
-0.370 -0.489 
(4.21) (3.92) 

0.103 
(2.12) 

0.610 0.650 
284.1 271.3 

1.03 1.18 
LLF -497.0 -490.0 -487.8 -481.4 -485.8 -482.5 -506.3 -502.5 
E:Q 
E:w/p 
E:c/p 

Definitions 
of 
Variables 

Notes: 

0.754 0.239 0.799 0.503 0.326 0.586 0.635 0.562 
0.311 0.661 0.180 0.386 0.560 0.397 0.362 0.381 

-0.736 -0.028 -0.236 -0.023 -0.025 -0.026 -0.370 -0.489 

Q1 Q1 Q4 Q4 S4 GIl Q1 Q1 

Cl/p C2/p Cl/p C2/p c2/p C2/p c1/p Cl/p 

GFg 
4 

CFg 
4 GFg 

4 CF g 
4 CF g 

4 CF g 
4 CF g 

4 

See tables 19, 24, 31, 32 and A30; E:Q, E:w/p and E:c/p are 
elasticities of demand for capital wlth respcet to output, the 
real wage rate and the real user cost, respectively, ö = 0.019 
in all equations. Estimation is based on the Mindis-method. 

888 
Eq. (7): Inet = " [8 0Q 1 (w/p) 2(c/p) 3_ K_1] 

8 '8 8 8 
Eq. (8): Inet = " [80Q 1 (w/p) 2(c/p) 3 CF 4 - K_1] 

ö = sales and CI = investment plus consumption (see table A30). 
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Our experiments clearly showed that there may be several different 
estimates of the parameters which result in a 'good fit' to the data. Our 
reported parameters must, therefore, be treated with more caution than in 
the preceding case (table 31) since somewhat different values may be 
found by using different techniques. We feel, however, that the parameter 
estimates are not unreasonable since different algorithms and initial 
values gave essentially similar results. 

In the preliminary calculations, it turned out that the variable speed of 
adjustment model is more easily estimated when the depreciation 
coefficient is fixed a priori (ö = 0.019/per quarter), even though the 
results of the 'full' model accord quite well with those of the 
restricted one. Ta avoid computational difficulties, we have therefore 
selected the 'net investment approach' for these types of models. A 
typical example of initial values used where w/c is the price variable 
(table 32) is as follows: AO = 0.05, A1 = 0.5, aO = 10, 100 or 500, 

a1 = 1.0 and a2 = 0.5. 

As the results of tables 32 and 33 reveal, the coefficient estimates show 
some sensitivity with respect to different expectational values of 
independent variables. Although some sensitivity does seem to exist in 
the coefficient estimates, we nevertheless feel that some important 
common features can also be observed among the different specifications. 
Thes~ are as follows: 

i) Estimates of the 'initial' rate of adjustment (A O) are within a 
rather narrow range (about 0.02 - 0.10) in all experiments. 
Estimates of the speed in the previous specifications (linear or 
nonlinear) witll a constancy assumptian were a little higher when 
comparison is made on an equation-to-equation basis (see also 
section 7.4). 

ii) There is some more variability in the estimates for the variable 
component (A 1) of the' total'. speed of adjustmen,t, especially in 
the (Z)-,equations. The value of A1 seems to be significantly 
different· from zero and to 1 i e bel ow 0.2. 
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iin Estimates of the long-run output (demand) elasticity of the 
demand for capitalare below one universally and, on the 
average. higher values are obtained in the case where the wage 
rate and the user cost do not appear separately in the 
regression (table 33). 

iv) Estimates of the long-run price elasticities of the demand for 
capital show more variability than the output (dernand) 
elasticities. The elasticity with respect to (w/c2) is again 
much lower than with respect to (w/c1), table 32. The long-run 
price elasticities of the variable speed of adjustrnent equations 
are approximately the same as those obtained from the constant 
speed of adjustment mOdels, as our theory would suggest (a 
comparison should be made between eq. 4/table 32 versus eq. 
l/table 31 and between eq. 5/table 32 versus eq. 2/table 31). 

v) The estimation results with (w/p, c/p) -equations in table 33 
again clearly indicate that the models based on the c2-variable 
perform better than those based on c1• Furthermore, the (w/p, 
c2/p) -equations are clearly better than the best (w/c1) 
-equations in table 32. The coefficient estimates of the wage 
rate and the c1 - user cost are again very close to each other 
but in the case of c2 these coefficients differ significantly 
(c2/p again receives a much lower coefficient value than w/p). The 
coefficient estimates of price variables are not very sensitive 
to the choice of the demand proxy (see table 33). Various cash 
flow measures (gross or net and current or lagged values) 
perform very well but resul ts are reported mai nly for the gross 
cash flow variable with a one year lag. 

An interesting comparison among different net investment equations can be 
made with respect to the role of cash flow by using the LR-test procedure. 
Equation (7) in table 32 is estimated on the assumption that cash flow 
directly affects the desired capital stock (see footnote to table 32) 
and in equation (6) the coefficient of cash flow is restricted to zero 
(a3 = 0). The likelihood-ratio statistic (LR = 2(LLF1-LLFO» takes a value 
of 7.4, which exceeds the 1 and 5 per cent critical values of xi (one 
restriction is needed to define the null hypothesis). The same result is 
also obtained with the Q4 variable although not so clearly. These results 
may be interpreted as corresponding to that of the linear equations where 
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the cash flow variable is added linearly to the regression and its 
coefficient receives a significant t-value. Hence, cash flow considerations 
seem to be an important determinant of the investment decisions. 

A second LR-test with respect to the role of cash flow in the investment 
equation can be obtained by comparing equation (6) and equation (2) in 
table 32. The value of the LR statistic is 11.0, which clearly exceeds 
the 5 and 1 per cent significance values of x~. Hence, in the (w/c1) 
-investment equations cash flow seems to significantly affect the rate 
of adjustment. This result, however, does not follow with the (w/c2) 
-variable but it should also be noted that the (w/c2) -equations perform 
more poorly than the (w/c1) -equations. 

Equivalent LR-tests can be performed for the equations in table 33 
(eq. 7 vs. eq. 8 and eq. 7 vs. eq. 3). These tests indicate that the 
proper way to model cash flow effects in an investment model is through 
the rate of adjustment mechanism. It should, however, be emphasized that 
the cash flow variable affects investment decisions in our nonlinear 
specifications both through the cost of capital variable (via the desired 
capital stock) and through the timing effect. The former effect follows 
since in the context of imperfect capital markets firms use various 
sources of finance, among them internally generated funds (cash flow), 
which is hence one compDnent in the weighted average concept of the cost 
of capital (see the discussion in section 5.4). It should also be 
emphasized that in the endogenous rate of adjustment models all the 
arguments of K* also affect the rate of adjustment (i.e. output or 
demand, the wage rate, the user cost and through the user cost also 
interest rates, tax factors, the debt ratio and investment incentives). 

In chapter 111 of this study it was found that the endogenous rate of 
adjustment is sensitive with respect to both the form of the production 
function and the demand conditions of the firm's products. The nonlinear 
cash flow investment equations give some empirical evidence of this 
sensitivity since we have employed two different forms for the desired 
capital stock. These are as follows: i) nonlinear K* with w/c as the 
price variable, implying a Cobb - Douglas production function and a 
vertical demand curve (table 32), and ii) nonlinear K* with w/p and c/p 
as the price variables, implying a downward-sloping demand curve and 
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either a Cobb - Douglas (exaet representation) o~ CES (approximation, see 
table 4, seetion 5.3) produetion funetion (table 33). 

The estimation results seem to indieate that the rate of adjustment is 
not neeessarily very sensitive with respeet to alternative produetion and 
demand funetion speeifieations. On the eontrary, the results seem to 
indieate that the rate of adjustment is more sensitive with respeet to 
different expeetational values of explanatory variables and the ehoiee of 
the demand proxy than with respeet to different assumptions about the 
underlying funetional relationships. In the theoretieal part we were 
able to eonsider only fixed (stationary) expeetations. 

In summary of the empirieal results with nonlinear investment equations, 
the following general points ean be stated: First, both forms of the 
nonlinear models (eonstant and variable speed) support the eonelusion 
that both output and price variables are ir.lportant determinants of the 
investment deeisions. The long-run elastieity of the demand for eapital 
with respeet to the aeeelerator (output) seems to be between 0.5 and 1.0 
and the eorresponding priee elastieities are between zero and 0.5, 
although signifieantly different from zero (see also seetion 5.6.3.4.). 
The seeond variant of the user eost (e2) again seems to perform better than 
the first variant (el). In the (w/p, e2/p) -equations, the eoeffieient of 
the user eost is again mueh lo\~er than the eoeffieient of the wage rate 
(see also seetion 7.4.). Seeond, the assumption of an endogenous rate 
of adjustment seems to be a somewhat more aeeeptable hypothesis than the 
assumption of a eonstant rate of adjustment. This result is also 
supported by theoretieal eonsiderations. Third, the .rate of adjustment 
might be more sensitive with respeet to different expeetations hypotheses 
about the independent variables than with respeet to different underlying 
funetional speeifieations (produetion and demand funetions). This last 
eonelusion is, however, rather preliminary and more work should be done 
to obtain a firmer eonelusion. 
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7.4 Encompassing Tests of Alternative User eost Measures 
and Estimates of Structural Parameters 

In table 34 are reported encompassing test results'for competing formulas 
of the second variant of the user cost (c2). All the alternative measures 
of c2 are based on adaptive expectations for the rate of inflation with 
coefficient 0.1 and output as an accelerator variables (see section 7.1). 
The tests are analogous to those calculated with the annual data (see 
sections 6.2.1 and 6.2.4, see also note 1). 

As with the annual models, the alternative hypotheses of the c2 user cost 
are calculated with respect to the depreciation coefficient, tax 
parameters and the discount rate. In case I, tests are based on equations 
in which the price ratio (w/c) is an independent variable. Since these 
equations perform rather poorly, the tests should be treated rather 
cautiously. The interesting feature of the results is that the null 
hypotheses are rejected when the alternative hypothesis is the tax 
neutral c2 excluding the rate of inflation, i.e. c = q(r+o). The reason 
for this result is clearly that this measure of the user cost performs 
quite smoothly and is always positive. This implies that the price ratio 
(w/c) calculated with this c-variable avoids the 'abnormalities' of other 
w/c-variables. This result also emphasizes the importance of the proper 
modelling of expectations for the rate of inflation. 

In case II, encompassing tests are based on an equation in which the wage 
rate and the user cost are separate variables. Different model 
specifications were also tried. The test results are no longer so clear-cut. 
The standard c2 measure is rejected in three cases. It should be recalled 
that the standard c2 is based on the statutory (lnaximum) rate of tax 
depreciation and the 'corrected' discount ra te (see Appendix IV). The 
null hypothesis based on the book value of the depreciation coefficient 
seems to pass these tests most clearly. This may be interpreted as 
implying that firms base their investment decisions on actual book values 
rather than on the higher statutory rates, which they have not been able 
to realize, especially in the~1970s (see Appendix IV). This result is at 
variance with the annual equations (see table 17) so that'no firm 
conclusion can be drawn with respect to the statutory or book value 
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TABLE 34. Encompassing Tests of Competing Measures of the User Cost 
Variable in the Aggregate Sector (quarterly data) 

I. Investment equation 5.17i (w/c as price variable) 

F-statistics 
Null hypothesis HO: c2 c21 c22 c24 c25 c26 
Alternative hypothesis: 

c2/standard formula 0.26 0.42 0.06 0.94 0.06 
C21/book value of depreciation 0.50 3.20 0.31 0.11 0.25 
c22/marginal value of depreciation 2.01 4.42 1.61 3.38 1.34 
c24/tax-neutral c2 with adaptive 

price expectations 0.66 0.54 0.67 0.59 0.44 
c25/tax-neutral c2 with zero 

rate of inflation 13.37 13.72 16.21 14.00 13.77 
c26/interest rate on government 

bonds as discount rate 0.22 0.11 0.03 0.07 1.16 

II. Investment equation 5.17;i (w/p, c/p as price variables) 

F-statistics 
Null hypothesi s HO: c2 c21 c22 c24 c25 c26 

Alternative hypothesis: 

c2/standard formula 2.45 1.43 5.22 28.02 4.46 
C21/book value of depreciation 11.14 5.16 2.73 53.41 10.13 
c22/marginal value of depreciation 5.15 0.61 0.01 45.82 5.29 
c24/tax-neutral C2 with adaptive 

price expectations 6.67 0.20 1.91 47.61 10.70 
c25/tax-neutral C2 with zero 

rate of inflation 2.76 1.88 1.88 1.04 2.98 
c26/interest rate on government 

bonds as discount rate 0.12 0.71 0.72 3.77 40.38 

Notes: See table 17. The 95 and 99 per cent critical values of F(1,68) 
are 3.99 and 7.06, respectively. 

depreciation rates. They seem to performalmost equally well (see table' 
A33) where estimation results are presented with alternative c2 -measures. 

The null hypothesis of the standard c2 is rejected when the alternative 
is the tax-neutral c24• i.e. c ~ q(r+5_ge). On the other hand. when the 

null is the c24 variable, it is also rejected by the standard c2' Thus 
the results indicate that there is some uncertainty about the effects of 
corporate tax factors on the investment decisions in the aggregate 
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sector. In the annual analysis, the results were more clear-cut (see 
table 17, case II). Ylä-Liedenpohja (1983) has argued that Finnish firms 
might operate in a situation which can be described by an "expense stock 
doctrine". This means that companies effectively operate in a taxless 
economy since they are not able to make full use of the available 
deductions for tax purposes because of a nonnegativity constraint on the 
taxable income (positive dividend payments are usually required) and because 
of low average profitability (see also Bergström and Södersten, 1984). 

Table A33 shows estimation results for different user cost variables 
but they behave in such a similar manner that it does not seem possible 
to discriminate strongly between them. In conclusion of this examination 
of the encompassing tests, it can be said that there seems to be some 
ambiguity about the effects of corporate tax factors on firms' investment 

I 

policy in the aggregate sector on the basis of the quarterly analysis. It 
is possible that a more reliable picture could only be obtained by 
disaggregating firms into, for example, two groups, one consisting of 
firms that can make full use of tax deductions and the other of firms which 
operate under the assumption of a taxless economy. Available statistical 
data does not render this kind of disaggregated analysis possible, 
however. The reliability of the encompassing tests may also have been 
reduced by the interpolative nature of the quarterly tax parameters. 

Table 35 presents some selected estimates of the rate of adjustment 
calculated from various types of quarterly investment equations. Some of 
the estimates have already been considered in the previous section in 
connection with non-linear models. A rough idea of the overall magnitude 
of estimates is obtained by looking at the average values of all 
estimates. The estimates of the constant rate of adjustment imply that 
about 8.6 per cent of the gap between the desired and existing capital 

1 

stock is eliminated in each quarter. This result accords well with the 
annual estimates (see table 22). Our result is well in accordance with 
thatby Coen (1971), who reports 0.1 for the constant rate of adjustment 
also using quarterl~ investment models. 

In the case of the variable speed of adjustment models, the estimated 
speed is much higher when firms have ample cash flow. Similar results 
were also obtained with annual data. The results by Coen were AO ~ '0.1 
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and ~1 ~ 0.2 and hence the maximum rate of adjustment is 0.3 (per 
quarter), and our results are ~O = 0.06, ~1 = 0.19 and ~O + ~1 = 0.25. 
It should, however, be noted that especially with respect to the estimate 
of ~1' there' is quite considerable variability among different equation 

I ' 

specifications. The results of both quarterly and annual data indicate 
that even i n the case where fi rms can fi nance a 11 desi red i nvestment by 
internal funds there are some other factors (delivery lags, irreversibility 
etc.) which prevent an instantaneous adjustment. Generally, these results 
seem to be fairly reasonable. since it can be thought that when companies 
have an 'excess supply' of cash flow they can avoid the frequently 
time-consuming negotiations and arrangements associated with raising 
outside finance (especia11y if the credit market is tight). 

Table 36 presents estimates of the long-run elasticities of the demand 
for capital with respect to the accelerator (output etc.) and price 
variables. In the case of linear equations the estimates are calculated 
at the mean values of the variables as also in the annual equations. The 
output (demand) elasticity is again somewhat below one. Hence. this result 
is well in accordance with that of the annual equations (see table 22) 
where, however, it was slightly higher (on average). In both the annual 
and quarterly models output (demand) elasticities are somewhat lower in 
equations where the cash flow variable is included than in equations 
which exclude cash flow. Elasticities with respect to the price 
variables again show more variability but the general features are the 
same as in the annual models. In the cost-minimization models (w/c as the 
price variable) the average price elasticity is about 0.3, but clearly 
higher in the case of (w/c1) than in the case of (w/c2).It should be 
recalled that the (w/c1) -equations perform substantially better than 
those based on (w/c2). 

The estimates of the long-run elasticity of the desired capital stock with 
respect to the real wage ra te are within a rather narrow range (between 
about 0.2 and 0.5). The wage rate elasticity generally seems to be rather 
insensitive with respect to alternative specifications of the investment 
function. The user cost elasticity varies considerably more between different 
equations. Generally, the elasticity estimates (in absolute value) with 
respect to c1 are clearly higher than with respect to c2 (as also in the 
annual models). Furthermore, in the case of the c2 -variable the elasticity 
estimate (absolute value) is much lower than the wage rate elasticity. 
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TABLE 35. Estimates of the Rate of Adjustment in the Aggregate 
Sector (quarterly data) 

Tab1e No. Price Cash Rate of Adjustment Form of 
/Eq. No •. variables Flow 1. 1.0 1.1 1.0+0.51.1 1.0+1.1 equation 

25/1 w/q 0.077 1 inear 
25/2 w/q CFn 0.057 0.323 0.219 0.380 _11-

25/3 w/q 0.089 _11-

25/4 w/c1 CFg 0.067 0.058 0.096 0.125 _1I_ 

A27/9 W/c2 0.077 _11-

31/1 w/c1 0.089 non-linear 
31/2 W/C2 0.073 _11-

32/1 w/c1 CFn 0.049 0.319 0.208 0.368 _11-

32/4 W/c1 CFg 0.074 0.075 0.112 0.149 _11-

32/5 W/c2 CFg 0.015 0.362 0.195 0.377 11 

A28/1 w/q 0.095 log-linear 
A28/4 W/c2 0.082 11 

27/1 w/p,q/p 0.080 1inear 
27/3 w/p,q/p CFn 0.057 0.328 0.221 0.385 _11-

31/3 w/P,c1/P 0.090 non-linear 
33/3 w/p,q/p CFg 0.070 0.094 0.117 0.164 11 

33/7 W/P,c1/P 0.069 _11-

A28/6 w/p,q/p 0.099 log-1inear 
28/1 W/P,c2/P 0.082 1; near 
28/2 W/P,c2/P CFn 0.066 0.226 0.179 0.292 _11-

28/4 W/P,c2/P CF9 0.063 0.128 0.127 0.191 _11-

31/4 W/P,c2/P 0.094 non-linear 
33/4 W/P,c2/P CF9 0.081 0.033 0.097 0.114 _11_ 

33/5 'i1/P,c2/P CF9 0.072 0.120 0.130 0.192 _11-

A28/9 W/P,C2/P 0.103 log-linear 

average of estimates: 0.086 0.061 0.188 0.155 0.249 

Notes: See table 21. 
1. = constant r&te. of adjustment (equations without cash flow) 
1.0 = initial rate of adjustment (CF = O) 
1.1 = variab1e rate of adjustment (CFgap) 
1.0+1.1 = maximum rate of adjustment (CFgap = 1.0) 
1.0+0.51.1 = rate of adjustment when CFgap = 0.5 

CFnet CFgross 
CFgap = 

K* - K-1 
' or K* - (1-0 )K-1 

The est;mated long-run elasticities with respect to the user cost 
variables could be used to calculate the long-run effects of changes in 
the interest rates (r and p), the tax parameters (u, z, m etc.), the 
debt-equity ratio (e) and various investment incentives on the long~run 
demand for capital. We only present some experiments with respect to 
the interest rate onborrowing. Here one has to ask first what ;s the 
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elastieity of the user eost itself in relation to a (permanent) ehange 
in the real interest rate; We earried out ealeulations with various 
user eost formulas and various values of parameters (variables) whieh 
affeet this result (i.e. the rate of inflation, the depreeiation 
eoeffieient, the present value of tax depreeiation deduetions ete.). 
The details of the ealeulations are not shown here but the results ean 
be summarized as follows: a one pereentage point permanent inerease in 
the real interest rate will inerease the user eost by about 4.7 - 12.5 
per eent. ln these experiments the rate of inflation (g) varied between 
o and 10 per eent (at annual rate), the rate of eeonomie depreeiation 
varied between 8 and 11 per eent and the initial level of the nOlninal 
interest rate (r) between 10 and 13 per eent. At the present level of 
the parameters (r = 0.11, Ö = 0.08, and 9 = 0.06, February 1985) a one 
pereentage point rise in the real (expeeted) interest rate will 
inerease the user eost by about 7.1 per eent. Assuming, for 
eonvenienee, that this effeet is 10 per eent, the average user eost 
elastieities presented in table 36 have the following implieations (the 
(w/p, e/p) -equations are used); In the ease of eI -user eost, a one 
pereentage point inerease in the real interest rate will, in the 
long-run, reduee the demand for eapital by about 2.6 per eent and in 
the ease of e2 -variable the equivalent impaet is about 0.3 per eent • 

. By way of a eomparison it ~an be mentioned that simulation results with 
a total-eeonomy maeromodel (BOF3) yield about 0.9 per eent. If 
investment equations based on the e2 -variable are regarded as the 
preferred ones, then the effeets of a (permanent) interest rate 
inerease is rather modest on eapital formation (in the long-run). ln 
the short-run. the impaet on investment may, however, be mueh larger 
beeause of liquidity (cash flow) effeets. 
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Table 36. Estimates of the Long-Run Elasticities of the Desired Capital 
Stock with Respect to Output and Price Variables in the 
Aggregate Sector (quarterly data) 

Table No. Form of User Cash Estimates of Elasticities 
/Eq. No. equation cost Flow EQ EW/C EW/p EC/p 

25/1 1 inear c1 0.727 0.426 
25/2 II 

C! CFn 0.648 0.559 
25/3 II 

C! 0.903 0.223 
A27/9 II c2 1.117 0.142 
31/1 non-linear C! 0.791 0.193 
31/2 _11- c2 0.856 0.020 
32/4 " C! CF9 0.761 0.217 
32/5 _11- c2 CF9 0.844 0.021 

A28/1 log-linear C! 0.789 0.168 
A28/4 II c2 0.866 0.020 

27/2 linear c1 0.870 0.255 -0.186 
27/3 _11-

C! CFn 0.635 0.568 -0.508 
31/3 non-linear C! 0.778 0.207 -0.189 
31/5 _11- c1 0.926 0.209 -0.173 
33/3 _11- c1 CF9 0.799 0.180 -0.236 

A28/6 log-linear C! 0.727 0.262 -0.152 
A28/8 II 

C! CFn 0.592 0.434 -0.342 
28/3 1 i near c2 0.582 0.411 -0.040 
28/2 _11- c2 CFn 0.276 0.648 -0.070 
31/4 non-linear c2 0.522 0.387 -0.021 
31/6 _11- c2 0.601 0.400 -0.023 
33/4 _"- c2 CF9 0.503 0.386 -0.023 

A28/9 log-linear c2 0.505 0.398 -0.021 
A28/14 II c2 0.590 0.397 -0.022 

average of estimates: 0.717 0.199 0.367 -0.143 
average of estimates: 0.765 0.298 0.302 -0.255 

(C! -equati ons) 
average of estimates: 0.661 0.051 0.432 -0.031 

(c2-equations) 

Notes: See table 22. 
EQ, EW/C, EW/p, EC/p: elasticities with respect to output 

the price ratio, the real wage rate 
and the real user cost, respectively. 

Estimates for other structural parameters of the investment equations 
are fairly difficult to obtain and since the results are very similar 
to those of the annual aggregate equations we shall only briefly 
consider this issue here. Parameters of interest are the returns to 
scale and the elasticity of substitution of the underlying production 
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function and the price elasticity of demand for the firms' products. 
Like the annual models, the quarterly equations also imply that there are 
slightly increasing returns to scale since the output elasticity in the 
cost-minimization models (w/c -equations) is below one (see, also, table 
4). Since these equations (log-linear and nonlinear versions) are based 
on the assumption of a Cobb - Douglas production function, the 
elasticity of substitution between capital and labour is by definition 
unity and, furthermore, output is demand constrained. 

When considering the structural parameters associated with the 
investment equations based on the hypothesis of a downward-sloping 
demand curve, it should be noted that an exact specification is obtained 
only in the case of the CD-function but only an approximation in the 
case of the CES production function (see, also, table 4 and notice that 
the underlying production function is nonspecific in the linear 
investment equations). The critical point in the (w/p, c/p) -equations 
is the positive sign of the coefficient of the wage rate variable. The 
three circumstances (parameter combinations) which are consistent with 
the positive wage rate coefficient were already considered in 
connection with the annual equations (see section 6.5). The aggregate 

Iquarterly equations do not offer any new information in this respect 
over the annual model s. Our cautiously preferred interpretation v/as 
that the positive wage rate coefficient might be consistent with 
monopolistic competition in the product market and increasing returns 
to scale' in the production function (in the case of the CD-function) 
and hence the price elasticity of demand would be over one. If, 
however, the CES approximation is used as a basis for parameter 
evaluation, then the positive wage rate coefficient can also follow if 
the elasticity of substitution is greater than the price elasticity . 
(when there exist constant returns to scale). It should be emphasized 
that we are discussing here long-run parameter values and, as Sato 
(1975), for example, has forcefully stated, there are reasons to 
believe that in a large aggregate of firms the long-run elasticity of 

, 

substitution may be much higher than conventionally believed and 
presumably much above unity (Sato, chapter 10). 

We feel that no firm conclusions can be drawn with respect to the 
above-mentioned three structural parameters because of the multitude of 
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hypotheses involved and since no reliable a priori information exists 
on the market structure (demand conditions) of Finnish firms. 
Furthermore, it is most likely that a large aggregate of firms includes 
both companies with price-elastic (e.g. open sector) and price-inelastic 
(closed sector) demand conditions. One additional problem is the concept 
of output price (p) used to define the real concept of the wage rate and 
the user cost (see, also, note 13 to chapter V). Our basic choice was to 
use the price index of own output, although experiments were also carried 
out with the price index of the total Finnish GDP. The estimation results 
seem, however, to be very insensitive to the choice of the price index 
(p). Finally, it is worth emphasizing that it is generally very hard to 
get robust estimates of the elasticity of substitution and the bias of 
technical change simultaneously (see e.g. Sato 1975). It is possible 
that our measures of K and L already incorporate some amount of 
technical progress, i.e. K and L are not efficiently constant. This kind 
of a bias is usually thought to lead to overestimates of the returns to 
scale parameter (see Sato 1975, Wallis 1979). Hence, if capital and 
labour inputs were really measured in constant (base year) efficiency 
units, there might well be decreasing returns to scale and this would 
significantly affect our tentative conclusions. 

7.5 The Effects of Credit Rationing, Technical Change 
and the Repl acement Hypothesi s i n the Quarterly Data 

In section 6.6 we considered annual estimation results with respect 
to the effect of credit rationing on investment behaviour. Two proxy 
variables were used in order to capture this effect. Table A35 presents 
some analogous experiments with the quarterly data for the aggregate 
sector. 

The 'theoretical' arguments for including a direct proxy for credit 
rationing in the investment regression were discussed in sections 5.4.3 
and 6.6. In .the quarterly data, we use somewhat different expecta
tional values for the proxy variables than in the annual data (i.e. 
longer lags). The quarterly analysis is based only on the first variant 
of the RM-variable (see Table A35). The esti~ation results indicate 
that credit rationing has only a negligible direct effect on investment 
deci.sions if any. The coefficient estimates of the Rr'l-variables are 
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usua11y insignificant and of varied sign. Many other experiments with 
different lagged va1ues, for examp1e, confirm this resu1t (they are not 
reported here). These resu1ts shou1d, however, be interpreted rather 
cautious1y because of the somewhat shaky theoretica1 foundations ~nd 
probab1y rather rough approximations of the re1evant proxy\variab1es. 

In section 6.6 we a1so considered the impact of technica1 change 
on investment using the annua1 data. We tried to capture the effect of 
technica1 change by a trend variab1e (an approximation to Hicks neutra1 
technica1 progress). In the quarter1y ana1ysis we attempt to capture the 
effect of technica1 change in two ways. First, equations 1 and 2 in 
tab1e A36 report the estimation resu1ts of equations in which the price 
ratio is a 'corrected' form of the origina1 variable (w/c). In this 
'corrected' form, the wage rate is expressed in 'efficiency' units to 
take account of Harrod-neutral technical change. This correction is 
ca1culated by using an estimate of 1abour qua1ity. The inclusion of 
technica1 change does not seem to have much effect on the general 
goodness of fit of the equations. When the impact of technical progress 
is exp1icit1y taken into account, the coefficient of the output 
variable is slight1y increased and the coefficient of the factor price 
ratio is somewhat decreased. 

The second way to try to check the effect of technica1 change on 
investment consists of adding a trend variab1e to the regressions. 
Tab1e A36 a1so reports these experiments, which can be interpreted to 
be approximations of Hicks-neutral technical progress. The coefficient 
of the trend term is significant in most regressions and of negative 
sign, but the presence of this term seems to 10wer the significance of 
the coefficient of the 1agged capital stock, probab1y because of the 
mu1ticollinearity between the se variab1es. The coefficient estimate of 
the output variab1e is slightly higher in the presence of technical 
change than without it. The effect of the inc1usion of the trend 
variab1e on the coefficient va1ue of the price variab1es is sma11 and 
ambiguous. 

Tab1e A37 reports some experiments with the rep1acement hypothesis of 
the investment equation. In these experiments the economic rate of 
depreciation was increased after the first 'oi1 crisis' in 1973 and the 
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eorresponding new net eapital stoek series were eonstrueted. As with 
the annual equations, the estimation results are not sensitive, at least 
to slight ehanges in the depreciation rates. 

To sum up the results of the estimation experiments eonsidered above, 
it can be said that the addition of credit rationing and/or.technical 
ehange proxies to our basic linear investment equations does not seem 
to result in any signifieant improvement or change in relation to the 
basic equations. Modest changes in the depreeiation coefficient do not 
have a significant effect on the estimation results either. These 
results should, hO~Jever, be regarded as rather preliminary and 
tentative because of the approximations used to capture the effeets of 
these three factors. 

7.6 Summary of the Empirical Results of 
Quarterly Investment Equations 

The results of the quarterly analysis of the determinants of investment 
deeisions of Finnish firms accord quite well with those obtained with the 
annual analysis (see section 6.7). The main results of the quarterly 
models are as follows: 

i) The accelerator variable is the most important faetor 
determining investment decisions and it seems to influence 
investment policy with a shorter time lag than the price 
variables measuring faetor costs. The long-run elastieity of the 
demand for capital \~ith respeet to output (or demand) seems to 
be somewhat below one, indicating that there are increasing 
returns to scale in the production function. Various proxy 
variables for the expeetational values of output and demand 
support these conelusions. 

ii) The effeet of the price variables (faetor eosts) on investment 
behaviour is also signifieant but rather sensitive with 
respeet to the speeifieation of the user eost variable. 
Estimates of the long-run elastieity of the demand for eapital 
with respeet to the wage rate are within a rather narrow range 
(O.2 - 0.5) but the eorresponding elastieities with respeet to 
the user eost differ signifieantly between eI and 
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e2 variables. In our preferred speeifieations (based on e2 ) 

the user eost elastieity is mueh lower (about 0.02 - 0.04 in 
absolute value) than the wage rate elastieity. Our results 
indieate that a one pereentage point permanent inerease in the 
real interest rate would reduee (on average) the demand for 
eapital by 0.3 per eent in the long-runo The modelling of 
expeetational values for the rate of inflation is erueial in 
the ease of the e2 -variant of user eost. As regards both the 
magnitude of long-run elastieities and the importanee of the 
price expeetations, the results of annual and quarterly 
analysis are very similar. 

iii) There is some ambiguity about the effeet of eorporate tax 
faetors on investment poliey. Although most of the result~ 
seem to support the eonelusion that tax faetors are relevant, 
some at least point to the possibility of neutrality of the 
eorporate tax system (see seetion 7.4). In the annual analysis 
of the aggregate seetor, the results were more unambiguous, 
supporting the importanee of tax faetors. 

iv) Internally generated funds (cash flow) seem to affeet investment 
deeisions both through the eost of eapital terQ (desired 
eapital) and through the liquidity ehannel (timing effeet). The 
former effeet follows sinee internal funds influenee the 
weighted average eost of eapital variable and henee the profit
ability (rate of return) of investment projeets. In addition, 
firms seem to be able to reaet faster to ehanges in the deter
minants of investment (demand, priees) when cash flow i.s ample 
than when it is searee. Credit rationing does not seem to 
exert a signifieant impaet on investment behaviour. 

The results of both the annual and quarterly analysis ean together be 
interpreted to mean that the investment behaviour of Finnish firms is 
explained quite wel1 by the general neoelassieal approaeh in whieh both 
demand and faetor eost variables play a signifieant role. However, 
different versions of the neoelassieal model yield somewhat different 
results with respeet to the exaet quantitative magnitudes of the effeets 
of the relevant faetors. 
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Notes to Chapter VII 

1 We have also calculated analogous tests to those presented in table 23 
(also table 34) using the Davidson - Mackinnon J-test in which the 
fitted value of one specification is introduced as.an extra explanatory 
variable in the other specification. Since the J-tests give essentially 
the same results as the encompassing tests, these tests are not 
reported here. 

2 The construction of forward-looking expectations values'for the 
output and relative price variables (aggregate data, quarterly 
analysis) is as follows: In the case of the forward-looking 
expectations hypotheses for the investment equation, the expected 
future values of output and relative prices \'Iere constructed by using 
the ARIMA models of respective variables (see Appendix VI). In 
producing the forecasts, the ARH1A-model s were used to generate a 
twelve period (t+1, t+2, ••• , t+12) forecast for each past period 
starting from the first quarter of 1963 (1963.1, 1963.2, ••• ). The 
forward-looking expectations time series is then obtained by 
weighting the forecasts of the twelve periods. The method gives a 
single-valued expectations variable corresponding to each past 
period. The weights are normalized to sum to one. Various decay 
parameters were tried (0.1, 0.5, 0.95), and they were assumed to stern 
from the geometric series. Experimentation with different rates of 
decay made fairly little difference. All the series of output and 
price variables are so trend-dominated and the innovations in these 
series are so persistent that the forecasts for succeeding years are 
highly collinear. In summary, it seems that the particular forecast 
weights chosen should have rather little effect on the results (for 
the methodology of constructing future forecast values, see e.g. 
Altonji 1982, Viren 1983). 

The forward-looking expectations approach in modelling investment 
behaviour seems to produce very similar results to those of the more 
traditional methods where expected values of variables are based on 
past experience (static, adaptive). Comparison of various approaches 
was made in terms of the parameter and elasticity estimates, 
si~nificance of coefficients (t-statistics), the goodness of fit 
(R and SEE) and autocorrelation properties of the residuals. 
Especially in the case of price variables, the forward-looking method 
produced results which were so similar to those of the other 
approaches, that only few estimation results are shown here. In the 
case of output variables, there is less similarity in the estimation 
results of different rnethods and hence some more calculations are 
presented. In the study by Schiantarelli (1983) in which the 
forward-looking approach was applied in investment models for the 
Italian industrial sector, the future expectational values were 
constructed only for the output variable. 



CHAPTER VIII 

CONCLUDING REMARKS 

The present study has examined the investment behaviour of firms both at 
the theoretical and empirical levels. In the theoretically-orientated, 
chapters various models of investment and the demand for capital were 
developed subject to alternatiye assumptions about the output and input 
markets. 

In chapter II we examined the effects of inflation, tax rules and a 
constant debt-capital ratio on the long-run demand for capital. It was 
found that in a partial equilibrium framework an acceleration of the 
rate of inflation tends to decrease the user cost of capital, thereby 
increasing the demand for capital. The standard neutrality results of the 
corporate income tax system were found to hold i,n this model. 

In chapter III the basic model developed in the previous chapter was 
enlarged by incorporating strictly convex adjustment costs in the model. 
Alternative assumptions concerning the demand conditions of the firm were 
made in this chapter. The adjustment cost framework allowed the analysis 
of some dynamic effects on investment decisions. It was found that the 
rate of adjustment to the equilibrium level of the capital stock 
significantly depends on both the demand coriditions and the returns to 
scale assumption of the production function. Generally, it can be said 
that the speed of adjustment is an endogenous choice variable to the firm 
and is hence variable rather than an exogenously given constant. The 
original result of Gould (1968), according to which the rate of 
adjustment is equal to the depreciation coefficient in the case of a 
linearly homogeneous production function, does not hold if the product 

market is imperfect, i.e. the firm faces a vertical or a downward-sloping 
demand curve. In the case of diminishing returns to scale the rate of 
adjustment is always endogenous. In chapter 111 it was shown that the 
dynamic path of investment itself also depends on the structural 
parameters of 'the underlying model. Of crucial importance in thi s respect 
are the price elasticity of the demand for the firm's output and the 

elasticity of substitution between fa~tor inputs. The standard neutrality 
results o'f the corporate tax system hold in the.present 
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adjustment-eost-based investment model with respeet to the long-run 
demand for eapital, i .e. with respeet to the user eost of eapital 
serviees. In ehapter 111 it was shown that the speed of adjustment also 
depends on eorporate tax faetors. However, the neutrality eonditions of 
the eorporate tax system with respeet to the speed of adjustment, and even 
more generally, to investment itself may eoineide with the user eost 
neutral i ty. 

Chapter IV examined the effeets of various forms of eapital market 
imperfeetions on investment deeisions. First, a rising eost of eapital 
sehedul e was assumed. Seeond, t~/O forms of quantitative eonstraints on 
debt finanee were examined. As a general eonclusion it can be said that 
alternative forms of capital market imperfections have quite different 
effects both on the long-run demand for capital and on the time rate of 
investment. In addition, investment behaviour under capital market 
imperfections is usually different from the behaviour in a perfeet 
eapital market. The rate of adjustment is quite sensitive with respeet to 
the form of the eapital market and in eertain situations (expeeted future 
profit constraint) retained earnings (cash flow) may be an important 
determinant of investl'lent outlays. In a liquidity-eonstrained investment 
model, the standard neutrality conditions of the tax system do not hold 
and the effeets of tax faetors on capital accumulation depend on the 
average profitabil ity of fi rms. 

In ehapters V - VII an empirical analysis of the determinants of the 
investment behaviour of Finnish firms was carried outo The analysis, 
which covered the years 1963 - 1980, was based on both annua'" and 
quarterly observations. The data was disaggregated into three 
sectors - manufacturing, residual and aggregate - and it was found that 
investment behaviour in the three sectors can be explained fairly 
satisfactorily by the neoclassical approach. However, the accelerator 
(demand) variable seens to be the main determinant of investment 
decisions ;n each sector. The relative price variables have the strongest 
effect ;n the residual sector. In the manufacturing and aggregate sectors 
cash flow considerations add significantly to the explanation of 
investment expenditures. There do not seem to be any significant credit 
rationing effects on the investment outlays of Finnish firms. 
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The empirical results of this study imply that monetary and fiscal 
policies affect investMent behaviour both via the user cost variable ('a 
rpte of return effect') and via the cash flow variable ('a liquidity 
effect'). The effects through the user cost channel are felt with a 
considerable lag but the impact of cash flow has a much shorter lag. In 
general, the empirical results indicate that monetary and fiscal policy 
measures may have a considerable impact both on the long-run demand for 
capital and., on the timing of investment expenditures. 

Through the user cost and cash flow variables, corporate tax rules and 
the rate of inflation also have a significant effect on the capital 
formation of Finnish firms, on average. However, at a low rate of 
inflation the Finnish tax system is effectively neutral with respect to 
capital formation. There might also be differences in the effects of tax 
factors on investment behaviour between different kinds of firms, as, for 
example, with respect to firms' profitability. The empirical calculations 
with alternative user cost measures indicate that the decrease in the 
real value of tax depreciation deductions is more than offset by the 
decrease in the real value of debt caused by an acceleration in the rate 
of inflation. However, it should be emphasized that our models do not 
take into account the fact that accelerating inflation may reduce the 
price competitiveness of output in an open economy and may therefore 
cause a reduction in revenues, i.e. a decrease in cash flow. 

Generally, the results of this study can be interpreted as indicating 
that in the financial market conditions prevailing in Finland firms are 
better sheltered against the 'erosi on' effects of inflation than in 
conditions where nominal rates of interest rise in line with the rate 
of inflation. 
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APPENDIX 1 

Formulas for the User Cost of Capital 
(c2 -approach) 

3 

In the empirical analysis of investment equations two basic variants of the 
user cost variable are used. The first variant is based on a 'rate of return' 
approach which does not require the explicit modelling of expectations with 
respect to the rate of inflation. The construction of the cl-variable is 
discussed in Appendices II and IV (see also section 5.6.1). The second 
variant of the user cost is based on the 'theoretical' formulas which were 
derived in chapters II and IV. The c2-variable is based on the 'weighted 
average' concept of the cost of capital. Its empirical implementation 
requires explicit modelling of expectations with respect to the rate of 
inflation, taxes etc. This Appendix summarizes and extends the formulas for 
the c2-variables. Empirical values of the c2-variables are presented in 
Appendix V (c is used here as a general symbol for the user cost). A list of 
symbols for parameters and variables used in the c2-formulas is presented 
at the end of this Appendix. 

The marginal productivity rule of capital is in a general form (perfect 
competition in the output market) given by 

(Al) FK = ~A, where c = qA, and A = cC r + ö 

Variable qA is often referred to as the nominal user cost and qA/p as the 
real user cost. However, since variable A also incorporates the real cost 
of financial capital (ccr ) in addition tothe depreciation coefficient, 
variable qA can itself be referred to as the real user cost and variable 
qÄ, where Ä = cCn + Ö, as the nominal user cost, and hence c/p is simply 
a relative price variable. 
Assuming that the rate of inflation is zero (g = 0). A is given by (see 
equation 2.29) 

(A2) A = ö + sr + ~t~}p - rr-ur [z(p+ö)-ö] 

where the parameters (variables) have the same context as in the 
theoretical analysis (chapter II). 

The nominal cost of capital (ccn) is given by cCn = A-ö. Using the 
definition of z, i.e. z = a/(p+a), cCn can be transformed into the 
following form 

Assuming next that the rate of inflation is nonzero (g * 0), variable A 
can be expressed as 

(A4) A = [(I-uz)(p+ö-g)+s((I-u)r-p)]/(l-u) 

This can be transformed into the following form 
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(A5) A = ö + sri + ~[l-s- u(a-ö)] - -LJ1-ux- ~J 
I~-UI (p+a) (l-U)L IP+al 

where it is assumed that proportion x of capital gains is taxable. 

The real cost of capital is now given by 

( ) p [ u (a-ö )] 9 [ ua] A6 cc = sr + ~ l-s- -~ 1-ux-~ r \~-u I (p+a) \~-u I \p+al 

and using the definition of z~ cCr is 

(A6) , cc = sr + p(l-s) _ u [z(p+ö)-ö] - --Lr1-u(x+z)] 
r ( l-u ) rr:ur {l-u J L 

In a 'compact' form the formula for the real user cost is given by 

(A7) c = ~[(l-uz) (p+ö-g)+s( (l-u)r-p )+uxg] 
\~-Ul-

- Next the effect of the cost of new equity issues is incorporated in the 
user cost (see section 4.2.2). The basic formula for the user cast is 
given by (see eq. 4.25). 

(A8) . c = tr-u-r[(l-UZ)(p+ö-g)+s((l-u)r-p)+(l~e)np+uxg] 

Within this .formula the nominal cost of capital cCn given by 

(A9) cc = sr + np + p [l-s-n- u(a-ö )] 
n e tl-u) T!-iiT (p +a ) 

and the real cost of capital cC r can be derived analogously to equation (A6). 

The effect of a corporate wealth tax rate (w) can easily be incorporated 
in the formulas for the user cost. If wealth taxes are based on net 
wealth (qK-B), then the sum of income and wealth taxes is 

(AIO) T = u(pQ-wL-rB-D) + w(qK-B) 

Assuming that B = sqK, the following formula for the user cost can be 
derived (excluding new equity issues) 

(AlI) c = ~[ (l-uz)(p +ö -g)+s( (l-u) r-p )+uxg+w( l-s)] 

In the years 1976 - 79 an extra deduction worth 3 per cent of part of the 
acquisition costs of new investment was allowed in taxation (see Appendix 
111). In a general form, if the extra deduction (in per cent) is 100n and 
the portion of gross investment that is subject to this deduction is k, 
then income taxes are given by T ~ u(pQ-wL-rB-D-nkql) and the equivalent 
user eost ; s 
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(A12) c = ~[(l-u(z+nk)) (p+ö-g)+s( (l-u)r-p)] 

The effect of extra accelerated depreciation deductions (applied in 
Finland in 1976 - 79) can be incorporated in the user cost through the, 
present value of tax depreciation deductions on one unit of new capital, 
i.e. via the z-variable. If free depreciation on new investment goods is 
allowed, then z = 1. The corresponding values of z and a can always be 
solved through the equation 

(A13) a = Zp rr:zr 
List of parameters and variables used to define c-variables: 

s = 
r 
p 

u = 
a 
ö 

ratio of debt to total capital (B/qK) 
interest rate on debt 
discount rate 
corporate profit tax rate 
tax depreciation coefficient 
economic rate of depreciation; 

z = present value of depreciation deductions on one unit of investment 
x = proportion of taxable capital gains 
e tax discrimination variable (see section 4.3) 

proportion of new equity issues in total investment 
corporate wealth tax rate 

n = 
w = 
n 

-k 
q 
P 
9 = 

proportion of extra investment allowance 
proportion of investment on which extra investment allowance is applied 
price index of investment goods 
price index of output 
rate of inflation on investment goods, i .e. g= q/q 
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APPENDIX II 

Measurement of the Real Rate of Return, 
Tobin's "q"-Variable and the Discount Rate 

This appendix presents the formulas for and estimates of the real rate'of 
return, the discount rate and Tobin's "q"-variable. Estimates of the real 
rate of return and the "q"-variable are used to calculate the first 
variant of the user cost cl' ' 

The estimates of the real rate of return are calculated by means of a 
method that implies that both the numerator and the denominator are 
"infl ated" to current (repl acement cost) val ues. Thi s approach has been 
used by, e.g., Feldstein and Summers (1977), Hill (1979), Holland and 
Myers (1980) and Feldstein (1982). Our method is similar to that of Holland 
and Myers (1980, 1984), who have directed an international rate-of-return 
project in which the author of this study has also participated. Detailed 
descriptions of the calculations for the rnanufacturing sector are presented 
in Koskenkylä (1983) and for other sectors in an unpublished paper by 
Koskenkylä (1982), see also Holland (ed., 1984). 

The basic formula for calculating the real rate of return on total 
capital is given as 

where 
rra 

IR = 
TC = 

rra + IR 
Te 

pQ-wL-o qK-rB-T 
rB 
replacement cost value of total 
(fixed assets pl us inventories) 

capital 

RRa is an after-tax rate of return. The before-tax rate of return is 
calculated by replacing rr a with rr b = rr a + T. The rr-variable is a measure 
of the real operating income. Strictly speaking the operating income 
equals the real total income only if real holding gains on total capital 
are zero. This would mean that the general price level, say output prices 
(p), increases at the same rate as the implicit price index of total 
capital (9T)' Taking into account real holding gains, the real rate of 
return is defined as 

(A15) ~ rr a + IR + RHG 
Te 

where RHG = (gi-p'}TC, gi = 9T/9T and p' = p/p'. The series of RHG is, 
however, quite volatile (erratic) and we have chosen to use the first 
measure of RR (eq. A14), see also Holland (1984). 

The estimates of RR both after- and before-taxes are presented in 
Table Al. 
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TABLE A1. 

Estimates of the Real Rate of Return on Total Capital in the 
Manufaeturi ng, Residual and Aggregate Seetors in 1961 - 80, per eent 

a b RRa RRb RRa RRb 
RRr~ RR~.1 R R A A 

1961 10.80 12.61 7.79 8.76 9.09 10.72 
1962 8.17 9.77 6.93 8.50 7.46 9.41 
1963 8.63 10.01 7.16 8.17 7.79 9.29 
1964 8.46 9.74 6.80 8.43 7.53 9.32 
1965 7.24 8.30 6.78 8.46 6.98 8.75 
1966 6.07 7.44 6.48 8.08 6.29 8.02 
1967 6.16 7.22 6.05 7.37 6.10 7.53 
1968 8.60 9.27 5.77 7.17 7.03 8.45 
1969 12.29 13.36 6.19 7.37 8.92 10.19 
1970 12.12 12.53 6.30 7.46 8.92 10.09 
1971 7.90 8.18 5.71 6.81 6.72 7.79 
1972 8.24 8.35 6.14 7.12 7.12 8.05 
1973 9.35 9.39 6.37 7.39 7.76 8.72 
1974 12.29 12.01 6.53 7.56 9.26 10.20 
1975 6.18 6.24 4.57 5.72 5.34 6.34 
1976 4.78 5.14 3.53 4.83 4.12 5.24 
1977 4.37 4.56 3.79 4.78 4.06 4.95 
1978 6.59 7.25 4.02 5.01 5.18 6.04 
1979 9.35 10.17 5.08 6.02 6.98 7.87 
1980 9.02 9.83 5.24 5.91 6.95 7.69 
mean 8.33 9.07 5.86 7.05 6.98 8.23 
st. deviation 2.31 2.41 1.16 1.26 1.50 1.64 

Note: RRr.1> RRR and RRA refer to the rate of return i n the manufaeturi ng, 
residual and aggregate sectors, respeetively. RRa is an after-tax 
coneept and RRD is a before-tax eoneept. 

It can be seen that t~e rate of return has, on average, been much higher 
in manufacturing than in the residual sector. The fluetuations of RR are 
larger ;n manufacturing than in the residual sector. The aggregate sector 
falls between the disaggregated sectors in both respeets. 

We next turn to the caleulatjon of Tobin's "q"-variable. The average 
"q"-variable is defined as 

(A16) q _ MV 
T - Te 

where MV is the market value and TC is the replacement east value af 
total capital (fixed assets + inventories + net financial assets). The 
estimates of market values have been caleulated on the basis of the 
companies quoted on the Helsinki Stock Exchange. In manufacturing, listed 
companies represent about 15 per eent of total manufaeturing as measured 
by the share of sales. Sinee no other data is available in Finland, we 
have had to base these caleulations on rather 'rough' measures. In the 
calculations it is assumed that developments in companies whieh are not 
quoted on the stock market follow those of the quoted companies. 

In order to ealculate the "q"-variable. an auxiliary variable was first 
measured from the stoek market data. This variable (F) is the ratia of 
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the market value of equity to the nominal value of the equity of listed 
companies. The variable F is then used to calculate the market value of 
the equity capital of the total sector, i .e. E~l = F· E, where E i s the 
book value of equity capital. Since very few companies are quoted in the 
residual sector, we have not used an estimate of F for this sector, which 
turned out to be a very 'erratic' series. For the aggregate sector, the 
F-variable has been calculated on the basis of all listed non-financial 
companies on the Stock Exchange. 

The total market value is estimated by using the nominal (book) value of 
debt capital since only a negligible portion of debt is quoted in Finland. 

Table A2 presents estimates of the F-variable and Table A3 estimates of 
the "q"-variable. Two estimates have been calculated for the manufactur
ing sector. The first is based on the assumption that only equity 
capital, which is used as a basis for dividend payments, has a market 
value (" q"l ). The second estimate (l q"2) is based on the assumption that 
total own capital has an implicit market value. Total own capital (OC) is 
estimated by the formula: OC = TC - (B+BC), where BC is a measure of 
deferred taxes (tax credits). For the residual and aggregate sectors, the 
data allowed only the calculation of the second variant of "q". 

TABLE A2 

Ratio of the Market Value to the Nominal Value of the Equity 
(Own) Capital of Listed Companies in the Manufacturing and 
Aggregate Sectors 

1961 
1962 
1963 
1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
mean 
st. deviation 

FM 
2.04 
2.12 
2.01 
2.02 
1. 70 
1.35 
1.14 
1.46 
1.65 
1.93 
2.00 
2.69 
3.40 
2.48 
2.06 
1.56 
1.35 
1.47 
1.61 
1.44 
1.90 
0.53 

FA 
2.12 
2.09 
1.97 
1.91 
1.82 
1.51 
1.25 
1.61 
1.81 
1. 76 
1.91 
2.88 
3.21 
2.44 
2.15 
1.67 
1.46 
1.51 
1.65 
1.50 
1.97 
0.47 

The ratio used for the residual sector is the same as for the aggregate. 
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TABLE A3 

Estimates of Tobin's "q"-Variable in the Manufaeturing, Residual 
and Aggregate Seetors 

M M R A 
"ql "q2 "q2 "q2 

1961 1.14 1.72 1.83 1.81 
1962 1.14 1. 75 1. 78 1. 76 
1963 1.14 1.67 1.71 1.68 
1964 1.14 1.66 1.64 1.61 
1965 1.07 1.44 1.58 1.55 
1966 1.07 1.21 1.36 1.33 
1967 1.07 1.08 1.17 1.16 
1968 1.09 1. 27 1.44 1.40 
1969 1.10 1.36 1.56 1.51 
1970 1.13 1.51 1.53 1.48 
1971 1.13 1.50 1.63 1.55 
1972 1.19 1.80 2.32 2.12 
1973 1.24 2.20 2.55 2.34 
1974 1.15 1.74 2.01 1.87 
1975 1.14 1.48 1. 78 1.66 
1976 1.10 1.24 1.47 1.38 
1977 1.09 1.15 1.32 1.26 
1978 1.10 1.20 1.35 1.29 
1979 1.10 1.27 1.44 1.37 
1980 1.07 1.19 1.34 1.29 
mean 1.12 1.47 1.64 1.57 
st. deviation 0.04 0.30 0.34 0.30 

An estimate of the real eost of eapital used to measure the first variant 
of the user eost (el) ean now be ealeulated as follows: The market value 
of a firm equals the eapitalized value of the long-run average earnings 
from assets now in place plus the present value of growth opportunities 
(PVGO), (see, e.g., Holland and Myers, 1980). Henee 

(A17) MV = L + PVGO 
Pe 

where Pe is the eapitalization rate and Y equals average long-run 
earnings. Variable Y ean be defined as: Y = RR·TC and henee the market 
value is given as 

(A18) MV = (RR)TC + PVGO 
Pe 

It ean now be seen that "q" depends on the ratio of the rate of return to 
the eapitalization rate (assuming for simplieity PVGO = 0). The 
eapitalization faetor ean be solved as 

_ RR 
(A19) Pe - ""eI 
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This ratio can be thought to represent a generalized earnings-price 
ratio, where the "price" equals the market value of total capital and the 
"earnings" equal the real operating income, i.e. n + IR (see eq.·A14). 
Since it is difficult to obtain a measure for PVGO, it is assumed to be 
zero. This growth factor has also been neglected in some other studies 
(see, e.g. Nickell, 1978, p. 267). It should be noted that since we are 
dealing with total capital and total operating income (i.e. interest 
costs are included in income), the Pc variable is a measure for the real 
cost of capital • 

The before-taxes estimates for Pc are presented in Table A4. 

TABLE A4 

Estimates of the Real Cost of Capital Based on the "q" Approach 
in the Manufacturing, Residual and Aggregate Sectors 

1961 
1962 
1963 
1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
mean 

M 
Pc1 

11.08 
8.54 
8.75 
8.58 
7.76 
6.93 
6.76 
8.48 

12.11 
11.11 

7.25 
6.99 
7.57 

M 
Pc2 

R 

Pc2 
A 

Pc2 

st. deviation 

10.42 
5.50 
4.67 
4.20 
6.59 
9.24 
9.16 
8.08 
2.11 

7.34 
5.57 
5.98 
5.88 
5.77 
6.13 
6.70 
7.30 
9.82 
8.30 
5.44 
4.64 
4.26 
6.90 
4.23 
4.14 
3.98 
6.05 
8.02 
8.24 
6.23 
1.60 

4.78 
4.76 
4.79 
5.14 
5.35 
5.95 
6.28 
4.98 
4.72 
4.89 
4.19 
3.07 
2.90 
3.77 
3.21 
3.30 
3.62 
3.82 
4.17 
4.40 
4.40 
0.94 

5.94 
5.34 
5.53 
5.77 
5.64 
6.01 
6.50 
6.03 
6.74 
6.84 
5.04 
3.79 
3.72 
5.46 
3.83 
3.79 
3.92 
4.68 
5.74 
5.97 
5.31 
1.02 

Note: - for the residual and aggregate sectors only the "q"-variable is 
available for estimate Pc; 2 
the estimates of Pc are before-tax values since they are based on 
the RRb variable. 

Finally in this Appendix we present estimates for the discount rate of 
shareholders (p). Three methods are used: (i) earnings-price ratio, 
(ii) interest rate on government bonds and (iii) the rate of return on 
own capital (see section 4.3 where the question of the after- or 
before-personal income tax rate is considered, i.e. P or p/(l-m) etc.). 
The earnings-price ratio is defined as 
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(A20) 

where Div = dividends and E~l = market value of equity (own capital). 
Because of the very high volatility of the Pep series (as also observed 
in other countries, see, e.g., Holland and Myers, 1984), we present only 
the average values of Pep in the period 1961 - 1980. 

TABLE A5 

Average Earnings-Price Ratio for the Manufacturing, 
Residual and Aggregate Sectors, per cent 

~1 

mean of Pep. 13.77 
st. deviation 21.66 

R 

13.72 
23.28 

A 

12.96 
23.07 

It can be seen that the average values of the Pep estimates are quite 
close to each other and that the Pep variables are extremely volatile. 

The second method of estimating the discount rate is based on the 
interest rate on government bonds (completely tax free). Table A6 shows 
this interest rate series (p) and two transformations. The first is 
calculated by dividing P by (l-m), where m is the marginal personal 
income tax rate. This series was constructed in order to compare the 
p-variable with the Pep-variable. The Pep-variable is a 
before-personal-tax concept and the transformation of P is made since 
interest earnings from government bonds have usually been tax-free in 
Finland. The value of m used to calculate Pm is 0.5. The second 
transformation corresponds to the formula presented in section 4.3 where 
the discount rate was found to equal (i+w)/(I-T), and i = p, w = marginal 
wealth tax rate, and T = tax rate on capital gains. It was assumed that 
w = 0.02 and T = 0.15. 

The avera~e value of p/(I-m) is about 2.5 percentage points higher than 
the average value of the earnings-price ratio. It is likely that the 
estimated earnings-price ratios are underestimates since in Finland 
shareholders receive a considerable portion of their total capital income 
(from holding stocks) in the form of scrip issues. If these were taken 
into account, then the 'capital gain' component in formula (A20) would be 
larger than just the change in the market value of equity. 
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TABLE A6 

Interest Rate on Government Bonds (After and Before personal Income 
Taxes and Corrected for Other Personal Taxes) and the Rate of Return 
on Own Capital 

p p/(l-m) ptw RRO r-:r 
1960 7.06 14.12 10.66 14.88 
1961 7.06 14.12 10.66 14.44 
1962 7.06 14.12 10.66 12.46 
1963 7.06 14.12 10.66 13.62 
1964 7.06 14.12 10.66 17.18 
1965 7.06 14.12 10.66 11.39 
1966 7.06 14.12 10.66 9.33 
1967 7.06 14.12 10.66 10.52 
1968 8.12 16.24 11.91 18.07 
1969 7.81 15.62 11.54 18.29 
1970 7.69 15.38 11.40 18.78 
1971 7.96 15.92 11. 72 16.31 
1972 7.86 15.72 11.60 17.54 
1973 8.28 16.56 13.09 24.15 
1974 8.52 17.04 12.38 34.47 
1975 9.70 19.40 13.76 27.22 
1976 10.31 20.62 14.48 21.91 
1977 10.32 20.64 14.49 18.36 
1978 9.26 18.52 13.35 16.50 
1979 9.45 18.90 13.47 20.60 
1980 10.47 20.94 14.67 24.18 
mean 8.20 16.40 12.00 18.11 
st. deviation 1.22 2.45 1.44 5.95 

Column RRO in table A6 stands for an estimate of the real rate of return 
on own capital in the manufacturing sector. The estimate is taken from 
Koskenkylä (1984). It is calculated by the formula 

(A20) I 

where 
TC = tota 1 capi ta 1 (repl acement cost va 1 ue) 
B .:: debt 
pa = profit after corporate income taxes 
1NF1 = gB (gearing adjustment for debt) 
1NF2 = gM (gearing adjustment for financial assets) 
M = monetary assets 
9 = rate of change in the consumer price index 

This third way of estimating the discount rate gives the highest value 
because the decline in the real value of the indebtedness of firms 
results in capital gains for equity owners and,conversely, losses to 
creditors. However, changes in the real value of debt have no net effect 
on the real ra te of return on total capital since capital gains (owners) 
and losses (creditors) cancel outo 
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Finnish corporations are obliged to pay income taxes to both the central 
and local governments as wel1 as church taxes to the Iocal parish. Up to 
1968, and again temporarily in 1976, corporations were al so 1 iable to pay 
a wealth tax. The present income taxation is governed by the Act on the 
Taxation of Business and Professional Income, which came into force in 
1968. This act is applied to all business activities, regardless of the 
type of business unit (see L. Aarnio, Bank of Finland Monthly Bulletin, 
July 1978). This new legislation represented an important reform by which 
the regulations concerning the determination and apportioning of taxable 
net income were changed. At the same time, a tax system was introduced 
which allowed losses to be offset against profits in the five subsequent 
years. Prior to 1968, the corporate tax system was, in general, also based 
on a concept of net income. Since 1969 the corporate tax system has been 
of a dual-rate type (split-rate system). The income of a firm has been 
subject to double taxation (at company and personal levels). This was 
alleviated in central government income taxation by allowing a company to 
deduct 40 per cent of its dividend payments from its taxable income (under 
certain conditions). Later (1977) this deduction was increased to 60 per cent 

In 1968 corporations were exempted from wealth tax, which had been 1 per 
cent of net wealth prior to that year. The fiscal effects of this removal 
of wealth tax were offset by a temporary increase in corporate income taxes 
in 1968 - 70 (see Table A7). The income tax rate was raised by 9 percentage 
points in 1968. The increment was gradually reduced and was cancelled 
altogether in 1971. Since 1971 the central government tax rate has been 43 
per cent (see Table A7). 

In the determination of annual taxable income there are many regulations 
on the allocation of expenses. Only the main ones will be considered here. 
Depreciation of fixed capital is determined according to a degressive 
(geometric) depreciation system. The maximum allowable depreciation is 30 
per cent (of the undepreciated value) for machinery and equipment. This 
rate is 9 - 10 per cent for buildings. In the case of certain special 
structures, even higher depreciation rates can be applied. 

Inventories are valued according to the FIFO principle. Inventories can. 
however, be undervalued to a maximum amount of 50 per cent of the original 
cost of inventories. Up to 1968, there was completely free undervaluation 
(i.e. 100 per cent). 

Depreciation charges and undervaluation of inventories are the most important 
methods which firms can use to manipulate their taxable income. Some minor 
items also exist, as, for example, provisions for trade credit risks, 
provisions for the guaranteeing of a product and some regional arrangements 
allowing extra depreciation and interest rate subsidies etc. In 1978 a new 
system was introduced mainly for firms which do not have 'eligible' assets 
for depreciation and inventory reserves. The new operating reserve system 
allows an enterprise to deduct up to a maximum of 50 per cent of its net 
earnings for transfer to an operating reserve. However, the total amount of 
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this reserve cannot exceed a certain percentage'of the firm's total wage 
bill for the previous year. Since this system came into force only in 
1978 - 1979 and our empirical analysis ends in 1980, we have not taken this 
system into account in the measurement of the user cost. 

Joint-stock companies (and some other firms) are allowed to make investment 
reserves for central government income tax purposes. A certain percentage 
of net income can be deducted provided that the company deposits in the 
central bank an amount equal to the income tax payable on the deduction. 
The central bank pays a certain interest rate on this deposit. Prior to 1979 
this investment reserve system was very seldom used and hence we have not 
incorporated it in our measures of the cost of capital. In 1979, however, the 
system was made more attractive and it has subsequently been more widely used. 

Because of the poor performance of the Finnish economy in the years 
1976 - 1978, the government took some stimulative fiscal policy action in 
order to accelerate investment by manufacturing firms. The temporary right 
to almost free depreciation (with some exceptions, however) was introduced 
in 1976. Later an extra deduction equivalent to 3 per cent of the acquisition 
costs of buildings was permitted. These concessions remained in force up to 
1980 with some modifications in 1977 - 1978. The tax concession policies 
were supplemented in 1977 by a reduction in the sales tax on investment 
goods. This reduction has been partly maintained up to the present time. 

We shall next present the estimates of tax parameters which are needed in 
the measurement of the user cost variable (1n the c2-case). Table A7 
shows the corporate income tax parameters. 

", 

TABLE A7 

Estimates of Corpora~e Income Tax Parameters in 1960 - 1980 

1960 
1961 
1962 
1963 
1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 

Ug uI uO uL u 

0.38 
0.38 
0.43 
0.38 
0.45 
0.58 
0.48 
0.49 
0.58 
0.49 
0.47 
0.43 
0.43 
0.43 
0.43 
0.43 
0.43 
0.43 
0.43 
0.43 
0.43 

0.38 
0.38 
0.43 
0.38 
0.45 
0.42 
0.42 
0.47 
0.56 
0.25 
0.24 
0.22 
0.22 
0.23 
0.22 
0.23 
0.22 
0.16 
0.15 
0.15 
0.15 

0.45 
0.43 
0.50 
0.47 
0.53 
0.56 
0.57 
0.58 
0.59 
0.50 
0.48 
0.44 
0.44 
0.44 
0.44 
0.44 
0.58 
0.44 
0.44 
0.44 
0.44 

0.12 
0.12 
0.12 
0.12 
0.12 
0.13 
0.13 
0.13 
0.13 
0.14 
0.14 
0.15 
0.15 
0.15 
0.15 
0.16 
0.16 
0.16 
0.16 
0.16 
0.16 

0.50 
0.50 
0.55 
0.50 
0.5'7 
0.61 
0.61 
0.62 
0.72 
0.63 
0.61 
0.58 
0.58 
0.58 
0.58 
0.59 
0.59 
0.59 
0.59 
0.59 
0.59 

Ug = central government (state) income tax rate on undistributed profits 
uL = local government income tax rate 



u1 = central government income tax rate on distributed profits 
u = Ug + uL 
Uo = central government "income tax rate" corrected for wealth taxes, 

Le. 
income taxes + wealth taxes 

uo = ------------
taxable income 
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The total corporate tax ra te (u) has been calculated on the assumption 
that the taxable income is the same in central and local government 
taxation. ln reality, there is sorne difference in the assessment of the 
two taxable incomes but we have neglected it here. However, a rough 
calculation of the effect of this difference on the estimates of the user 
cost showed that it was negligible. 

Next we shall consider estimates for the tax discrimination variable (9) 
(see section 4.3. for a definition of 9, also King 1977). In a classical 
tax system 9 is equal to (l-m). ln a two-rate system 9 is given by 

(A21) 1 - m 
91 = ..... l--~u-+,......,.,u,-

9 

using our notation for tax parameters. ln place of Ug and u1 we could use 
u (= Ug+UL) and (U1+uL) but uL cancels outo King has presented an 
estimate of 9 for Finland; his estimate is 0.83 (see, King 1977, p. 55). 
The effect of capital gains taxation could also be incorporated in 9. In 
this case 9 is equal to 91/(1-T), where T is the effective tax rate on 
capital gains (accrual basis). Table A8 shows our estimates for the tax 
discrimination variable assuming that m = 0.5 and T = 0.15. 

TABLE A8 

Estimates of the Tax Discrimination Variable (9 ) in 1960 - 1980 

91 92=91/(1-T} 91 92=9 1/(1-T} 

1960 0.50 0.59 1971 0.63 0.74 
1961 0.50 0.59 1972 0.63 0.74 
1962 0.50 0.59 1973 0.63 0.74 
1963 0.50 0.59 1974 0.63 0.74 
1964 0.50 0.59 1975 0.63 0.74 
1965 0.53 0.62 1976 0.63 0.74 
1966 0.53 0.62 1977 0.68 0.80 
1967 0.51 0.60 1978 0.69 0.81 
1968 0.51 0.60 1979 0.69 0.81 
1969 0.66 0.78 1980 0.69 0.81 
1970 0.65 0.76 

An important parameter in the measurement of the user cost is the tax 
depreciation coefficient. Estimates for the statutory (maximum) tax 
depreciation rates - parameter a in the theoretical analysis - are 
presented in Table A9. 

The coefficients a have been calculated for each sector as a weighted 
average of the depreciation rates for machinery and equipment and for the 
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'structures, the weights being the corresponding shares of machinery and 
equipment and structures in total fixed capital (the weights change over 
time). The effect of the extra depreciation deductions in the 
manufacturing sector in 1976 - 1979 can clearly be seen from this table. 
Without these extra accelerated rules, the value of a in manufacturing in 
1976-1980 would be 0.21. 

Table (AIO) presents estimates of the 'book value' tax depreciation 
coefficient, i.e. the value of the depreciation coefficient which has 
been used to calculate taxable income. 

TABLE A9 TABLE AIO 

Estimates of the Statutory Tax Estimates of the 'Book Value' Tax 
Depreciation Coefficients in the Depreciation Coefficient in the 
Manufacturing, Residual and Manufacturing, Residual and 
Aggregate Sectors in 1961 - 1980 Aggregate Sectors in 1961 - 1980 

a~,. 
B B B aR aA aM aR aA 

1961 0.20 0.15 0.17 1961 0.20 0.09 0.17 
1962 0.20 0.15 0.17 1962 0.17 0.09 0.15 
1963 0.20 0.15 0.17 1963 0.17 0.09 0.14 
1964 0.20 0.15 0.18 1964 0.17 0.10 0.15 
1965 0.20 0·t6 0.18 1965 0.16 0.08 0.13 
1966 0.20 0.16 0.18 1966 0.15 0.08 0.12 
1967 0.20 0.16 0.18 1967 0.13 0.08 0.11 
1968 0.20 0.16 0.18 1968 0.14 0.10 0.13 
1969 0.21 0.19 0.20 1969 0.19 0.12 0.17 
1970 0.21 0.19 0.20 1970 0.19 0.13 0.17 
1971 0.21 0.19 0.20 1971 0.14 0.12 0.14 
1972 0.21 0.19 0.20 1972 0.13 0.11 0.12 
1973 0.21 0.19 0.20 1973 0.14 0.11 0.13 
1974 0.21 0.19 0.20 1974 0.18 0.17 0.18 
1975 0.21 0.19 0.20 1975 0.13 0.17 0.15 
1976 0.32 0.19 0.25 1976 0.12 0.15 0.13 
1977 0.33 0.19 0.25 1977 0.11 0.14 0.12 
1978 0.29 0.19 0.23 1978 0.11 0.15 0.13 
1979 0.35 0.19 0.26 1979 0.16 0.15 0.15 
1980 0.32 0.19 0.25 1980 0.16 0.17 0.16 

The aB parameters have been calculated from balance sheet data (see 
Appendix IV). The balance sheet data for manufacturing is available in 
'official' form for the period under consideration. For the residual 
sector we have formed a sample from both published and unpublished data 
sources. 

Comparing the a and aB parameters, it can be noted that, especially ~n 
the 1970.s, firms were not able to make full use of the statutory 
depreciation rates mainly because of the low level of corporate 
profi tabil i ty. 

Table AlI presents estimates of the present value of tax depreciation 
cha'rges (per unit of investment) calculated by the formula z = a/(p+a.), 
where p is an estimated discount factor (see Table A6) and a:S are taken 
from Table A9. 
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TABLE All 

Estimates of the Present Value of Tax Depreciation Deductions 
(per unit of investment) in the Manufacturing, Residual and 
Aggregate Sectors in 1961 - 1980 

zM ZM,m zR zA 

1961 0.74 0.74 0.68 0.71 
1962 0.74 0.74 0.68 0.71 
1963 0.74 0.74 0.69 0.71 
1964 0.74 0.74 0.69 0.71 
1965 0.74 0.74 0.69 0.71 
1966 0.74 0.74 0.69 0.72 
1967 0.74 0.74 0.69 0.72 
1968 0.71 0.71 0.66 0.69 
1969 0.73 0.73 0.70 0.72 
1970 0.73 0.73 0.71 0.72 
1971 0.73 0.73 0.70 0.71 
1972 0.73 0.73 0.71 0.72 
1973 0.72 0.72 0.70 0.71 
1974 0.71 0.71 0.69 0.70 
1975 0.68 0.68 0.66 0.67 
1976 0.76 0.79 0.65 0.71 
1977 0.76 0.82 0.65 0.71 
1978 0.76 0.89 0.67 0.71 
1979 0.79 0.93 0.67 0.73 
1980 0.75 0.78 0.64 0.70 

The estimates zM, zR and zA are the 'average' values since they are based 
on the average values of the tax depreciation coefficient (table A9). In 
manufacturing, this method.implies that zM is a weighted average of the 
'normal' statutory depreciation rate (0.21 in 1976 - 1980) and of the 
marginal accelerated depreciation rules applying to new investment goods. 
The estimate of the present value of marginal depreciation rules is given 
by the variable zM m' It can be seen that zM m = zM in 1961 - 1975 when 
no extra depreciat~on allowances were permitted. In the residual sector 
the average and marginal present values are equal since no extra 
accelerated rules have been.permitted. For the aggregate sector, only 
average zA is presented: the marginal zA could be calculated 
approximately as an average of zM m and zR' Present values based on the 
'book depreciation' deductions could also be calculated by the formula 
Z = aB/(p+aB) and would be somewhat lower than the figures in table AlI. 

The final parameter to be presented here measures the portion of new 
equity issues in total investment as an additional source of finance. In 
the theoretical analysis (see section 4.2.2), this share~parameter was 
denoted by n. Because of data deficienc'ies, n could be estimated only for 
manufacturing and this estimate should be regarded as a rough measure. 
The estimate of n is probably biased upwards since it was calculated as a 
ratio of the change in total own (equity) capital to the current value of 
i nvestment. 
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TABLE A12 

Estimate of the Proportion of New Equity Issues in Total Investment 
in the Manufacturing Sector in 1961 - 1980, parameter n 

1961 
1962 
1963 
1964 
1965 
1966 
1967 
1968 
1969 
1970 

0.06 
0.08 
0.23 
0.02 
0.15 
0.09 
0.20 
0.19 
0.20 
0.14 

1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 

0.12 
0.17 
0.12 
0.13 
0.13 
0.14 
0.09 
0.16 
0.14 
0.10 
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APPENDIX IV 

Estimates of the User Cost of Capital 

As was mentioned in Appendix 1, two basic variants of the user cost have 
been calculated for the econometric analysis. The first approach is based 
on the real rate of return and Tobin's "q" variable (see Appendix II). 
User Cost is then defined as 

(A24) c = q(pc+ö) , where c = c1 
\'1here Pc = RR/"q" is a measure of the real cost of capital (see Table A4 
and eq. A19). Table A13 presents estimates of the user cost of capital 
with the "Rate of Return" approach and using. the PC2 estimates. 

TABLE A13 

Estimates of the Real User Cost in the Manufacturing, Residual and 
Aggregate Sectors in 1961 - 1980 using the 'Rate of Return' Approach 
(c1 -approach) 

CM cR cA 

1961 4.09 3.63 3.84 
1962 3.76 3.84 3.87 
1963 4.04 3.95 4.06 
1964 4.21 4.19 4.30 
1965 4.51 4.43 4.50 
1966 4.78 4.88 4.82 
1967 5.26 5.31 5.31 
1968 6.26 5.39 5.79 
1969 7.66 5.73 6.51 
1970 7.73 6.27 7.14 
1971 7.19 6.56 6.99 
1972 7.60 6.63 7.08 
1973 8.64 7.43 8.11 
1974 13.11 9.83 11.52 
1975 12.30 10.97 11. 72 
1976 13.39 12.06 12.78 
1977 14.75 13.95 14.47 
1978 17.68 15.37 16.42 
1979 21.38 17.08 18.95 
1980 23.98 19.59 21.38 

The second metnod of calculating the user cost is based on the formulas 
presented in Appendix 1. This c2-method is called a 'weighted average' 
approach since the cost of capital is a weighted average of the costs of 
different financial sources. A multitude of different empirical values 
for the user cost can be constructed using both of the theoretical 
formulas (see Appendix 1) and alternative estimates of the parameters in 
these formulas (see Appendices 111 and IV). We present here only some 
basic estimates of the user cost variant c2 which are applied in the 
econometric analysis. 
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The standard estimates of the c2-variables are based on the following 
assumptions: (i) the depreciation coefficient is the stdtutory (maximum) 
rate; (ii) the discount rate is measured by the 'corrected' interest 
rate on government bonds; (iii) wealth taxes are excluded; (iv) the cost 
of new equity issues is excluded; (V) extra depreciation deductions are 
taken into account at 'average values'; and (vi) the real cost of capital 
i s estimated aS,suming that price expectations are adaptive. 

In the econometric analysis a number of alternative assumptions are made 
with respect to expected values of the rate of inflation, resulting in 
alternative estimates of the real cost of capital (see section 5.6). 

Quarterly estimates of the nominal, user cost (cQ) are calculated by the 
following formula: 

(A25) cQ = qQ(cc +0) n 

where qQ is the quarterly price index of investment goods, cCn and 0 are 
annual rates of the nominal cost of capital and the depreciation 
coefficient, respectively. In the empirical analysis, a method is often 
used in which (ccn+o) is divided by four (see e.g. Bischoff 1969). A more 
exact formula would be to transform the annual values of cCn and 0 to 
quarterly values using the following formula (for 0): 

Q)4 (A26) 0 = 1 - (1-0 

where oQ is the quarterly value of O. This formula gives values of oQ 
which are, however, very close to those obtained by dividing 0 by four. 
Dividing by four does not affect the basic results since the divisor is 
constant. 

The quarterly estimate of the real user cost is obtained by replacing cCn 
with cCr (real cost of capital). In measuring cc r ' the quarterly rate of 
inflation has, however, been transformed to annual rate. 

Table A14 presents various estimates of the nominal cost of capital which 
are used to measure the corresponding values of the user cost. Estimates 
of the real cost of capital are obtained by substracting an inflation 
factor from cC n (see eq. A6 Appendix I). The values of cCn variables in 
Table A14 are all before-tax concepts, and hence multiplying by (1-u) 
gives an illustration of the after-tax values (say, u = 0.6). 



TABLE Al4 

Estimates of the Mlminal Cost of Capital (ccn) in the M:mufacturing, Residual and Aggregate Sectors 
in 1S61 - 1980, per cent (before-tax values) 

M M M M R R R A A A A 
cCn,l cCn,2 cCn,3 cCn,4 cCn,l cCn,2 cCn,3 cCn,l cCn,2 cCn,3 cCn,4 

1961 12.91 12.92 7.44 12.91 14.49 16.98 8.82 13.75 13.84 8.17 13.80 
1962 12.73 13.72 7.35 12.73 15.70 18.72 9.32 14.33 15.31 8.40 14.40 
1S63 11.92 12.91 7.23 11.92 14.04 16.63 8.70 13.06 14.07 8.01 13.10 
1964 12.37 13.76 7.27 12.37 15.10 18.01 9.09 13.81 15.09 8.22 13.88 
1S65 12.29 14.31 7.15 12.29 14.46 19.69 8.76 13.41 15.83 7.96 13.48 
1966 11.70 14.45 6.85 11.70 15.32 21.12 9.14 13.61 16.75 8.03 13.68 
1967 10.82 14.73 6.57 10.82 14.54 20.71 8.70 12.81 16.84 7.68 12.88 
1968 14.18 19.83 7.31 14.18 20.82 27.94 11.06 17.73 23.07 9.27 17.84 
1S69 11.72 12.92 6.98 11.72 15.70 20.26 9.07 13.87 15.48 8.09 13.89 
1970 10.68 11.39 6.48 10.68 15.09 18.67 8.71 13.05 14.55 7.66 13.07 
1971 10.25 13.36 6.53 10.25 15.21 18.69 8.91 12.85 15.91 7.75 12.87 
1972 9.74 13.76 6.23 9.74 15.29 19.27 8.85 12.65 16.50 7.58 12.67 
1973 10.05 13.48 6.35 10.05 16.43 20.69 9.81 13.34 16.85 8.07 13.35 
1974 11.56 13.08 7.18 11.56 17.53 18.48 10.33 14.59 15.50 8.73 14.60 
1975 11.88 16.28 7.04 11.88 19.62 20.96 10.90 15.89 18.90 9.00 15.90 
1976' 7.35 17.40 4.47 4.03 21.10 23.46 11.60 14.28 20.93 8.03 13.33 
1977 7.17 18.47 4.28 -1.15 22.05 25.28 12.20 14.96 22.51 8.48 11.79 
1978 7.52 16.13 5.12 -3.01 18.83 21.12 10.73 13.68 18.96 8.09 9.33 
1979 6.26 13.53 4.35 -4.44 18.94 21.24 10.71 12.80 17.97 7.51 8.82 
1980 8.15 15.19 5.35 0.98 22.05 23.11 12.56 15.19 19.47 8.87 12.52 

Notes: cCn 1 = standard cCn based on the statutory depreciation coefficient and on the 'corrected' discount rate (p/{l-m)) 
cCn ' 2 = based on the 'book va 1 ue' depreci ati on coeffi ci ent, otherwi se as cCn 1 

, ccn' 3 = based on the di scount rate p, otherwi se as cCn 1 ' 
CCn:4 = based on the marginal depreciation coefficient: otherwi se as cCn,1 

N 
1-' 
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It ean be noted that een is mueh lower (espeeially in the years 
1976 - 1979) in manufaeturing than in the residual or aggregate seetors 
mainly beeause of the rising debt-equity ratio (r < p) and the investmen~ 
ineentives applied in manufaeturing. 

Table A15 presents some estimates of the nominal and real user eost 
eal eul ated by formul as en = q( een+å) and e = q( eer+å). Estimates of the 
real user eost are based on either eonstant or adaptive expeetations of 
the rate of inflation (g-variable, see eq. A6 in Appendix 1). In. the 
empirieal analysis of investment equations some other proxies for the 
rate of inflation are also tried (see seetions 5.5.2 and 5.6). It ean be 
seen from table A15 that the real user eost is mueh lower in the 
manufaeturing seetor than in the residual and aggregate seetors. In the 
R- and A-seetors the real user eost is a steadily and fairly smoothly 
rising series whereas it is a rather volatile series in manufaeturing. 
The low level of the user eost in the.M-seetor is attributable to the low 

. level of the real eost of eapital eaused by an inerease in the rate of 
inflation in the latter half of 1970s (a rise in eapital gains owing to 
a high level of the debt-ratio) and the aeeelerated depreeiation rules 
and other investment ineentives applied in the years 1976 - 1979. The 
estimates of the user east presented in Table A15 are rather similar to 
those presented in Table A13 in the ease of the R- and A-seetors. By 
eontrast in the ease af the M-seetar the two variants (el and e2) of the 
user east differ signifieantly. We da not, however, feel it is possible 
ta rule out either of these measures even though the negative values of 
the user eost are 'unsatisfaetory'. 



TABLE Al5 

Estimates of the ta.rinal and Real User Cost in the ~'anufacturing, Residual and Jlggregate Sectors 
in 1961 - 198) using the 'Weighted Average' Jlpproach (C2-aPproach) 

M M M M R R R A A 
cn cr,l cr ,2 cr ,2 cn cr,l cr ,2 cn cr ,l 

1961 5.89 2.38 4.17 4.19 6.82 2.80 5.01 6.37 2.59 
1962 6.14 2.20 4.27 4.49 7.71 3.09 5.72 6.96 2.66 
1963 6.13 2.23 4.21 4.08 7.31 2.89 5.23 6.76 2.57 
1964 6.61 2.15 4.39 4.17 7.93 2.90 5.46 7.30 2.54 
1965 7.12 2.08 4.62 4.57 8.03 2.50 5.35 7.58 2.29 
1966 7.10 1.90 4.35 3.62 8.71 2.97 5.52 7.94 2.45 
1967 7.16 1.54 4.34 4.56 8.93 2.71 5.85 8.11 2.16 
1968 9.12 1.08 5.01 4.85 12.27 3.28 7.63 10.77 2.23 
1969 8.49 1.72 4.39 1.78 10.79 3.35 5.56 9.71 2.57 
1970 8.87 Ui1 4.60 3.69 11.36 3.56 6.30 10.18 2.63 
1971 9.76 2.09 4.81 2.59 12.63 4.50 6.53 11.24 3.32 
1972 10.67 2.02 4.54 1.07 14.15 5.10 6.39 12.48 3.62 
1973 12.72 2.45 4.71 -0.26 16.87 6.49 6.81 14.85 4.53 
1974 17.17 4.28 5.67 -3.22 21.59 8.71 6.71 19.40 6.52 
1975 19.95 4.68 3.75 -11.82 27.38 11.82 4.96 23.78 8.35 
1976 17.85 2.35 0.43 -10.98 33.71 16.29 8.01 25.91 9.44 
1977 17.67 0.58 -1.83 -8.40 36.96 17.25 9.17 27.60 9.01 
1978 19.55 1.63 -0.90 -5.84 36.07 14.91 6.56 28.38 8.62 
1979 19.44 0.57 -0.41 3.54 38.89 15.96 12.13 29.23 8.32 
1980 27.32 2.62 2.19 7.22 48.64 22.53 20.44 35.89 12.30 

Not.es: cn = naninal user cost based on cCn 1 (table Al4) 
cr 1 = real user cost based on constant price expectations 
C/2 = rea 1 user cost based on adapti ve pri ce expectati ons (va 1 ues of adaptati on coeffi ci ent: M = 0.1 and 0.5, 

, R'= 0.2, A = 0.1 ' 

A 
cr ,2 

4.52 
4.92 
4.70 
4.92 
4.96 
5.03 
5.12 
6.40 
5.39 
5.74 
6.13 
6.20 
6.80 
7.91 
7.41 
7.52 
6.79 
5.83 
7.22 

11.82 

N 
W 
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APPENDIX V 

Data Sources and Construction of Variables 

The main sources of the statistical data used in this study are 
national income account statistics (NIA) 
balance sheet data (enterprise statistics), (BSD) 
financial market statistics (FMS) 
statistics on income and wealth taxes (IWT) 
industrial statistics (IS) 

The sectoral classification is as follows: 
manufacturing covers SIC 2 - 3 industries 
residual sector covers SIC 4 - 7 industries 
aggregate sector covers SIC 2 - 7 industries 

The construction and content of the main economic variables used in the 
empirical analysis is next described: 

1 Investment (I) 

Annual data is derived from NIA (at 1975 prices). Quarterly data for the 
aggregate sector is constructed by using the annual data as a base series 
and taking the quarterly fluctuations from the quarterly investment 
series of the BOF-model of the Bank of Finland. 

2 Capital Stock (K) 

The annual capital stock series is derived from the data of the Central 
Statistical Office (at 1975 prices). The average economic depreciation 
rates (e) implied by these capital stock series are 

manufacturing 0.078 
residual sector 0.075 
aggregate sector 0.076 

In the annual models for manufacturing, we have also used a capital stock 
series constructed by Koskenkylä (1978) which is based on a 5.4 per cent 
rate of depreciation (to check the sensitivity of results with respect to 
K-variable). The quarterly capital stock series was constructed using the 
identity Kt = It + {1-e)Kt_1 and the quarterly investment series. 

3 Production (Q) 

Both annual and quarterly data are taken directly from NIA (at 1975 prices). 

4 Labour Costs (w) 

The underlying data cons;st of the total compensation of employees 
(production and non-production workers) and tota) man-hours worked at 
annual rates. The wage rate (w) is simply the total compensation per 
man-hour. Compensation is measured in bill;ons of FII~ and man-hours ;n 
billions and hence the wage rate ;s measured ;n markkaa per man-hour. 
Quarterly data is constructed using the series of the BOF-model and the 
NIA-statistics. 
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5 Interest Rate on Debt (r) 

The reference series is the average lending rate of commercial banks. We 
have, however, also calculated 'own' average interest rates for each sector 
using the balance sheet data gathered for this project. The formula used is 

where IR = interest expenses (net) and Bt is the end of period value of debt. 
Some attempts to deduct the 'interest-free' portion of debt were also made. 

6 Marginal Interest Rate (RM) 

At present, two series at annual level exist for the marginal interest 
rate. The first measure (RM1) has been constructed by Tarkka (1981) and 
the second variant (RM2) by Huomo and Korkman (1980). Both series were 
used in the annual equations although their correlation coefficient is only 
0.21. The quarterly series was constructed by Tarkka (for the BOF-model). 

7 Stock of Debt (B) 

For the manufacturing sector two annual series can be obtained: (i) from the 
balance sheet data and (ii) from the statistics on credit outstanding (FMS). 
There is some difference between these two series. The balance sheet data is 
used in this study. 

For the residual sector a debt series was constructed from the balance sheet 
data gathered for this study. For the years 1960 - 1967 the estimate of B is 
based on the growth rate of debt in the sample of the residual sector firms. 
For the aggregate sector two sources are available for constructing the 
B-variable. First, B can be calculated directly as a sum of the M- and R-sector 
debt series. The second estimate can be obtained from the statistics on 
outstanding credit (FMS). Although we have tried to limit the difference 
between these two series, some difference nevertheless remains probably 
because of the different coverage of trade credits. 

8 Total Capital (TC) 

In the theoretical analysis total capital at replacement cost is the 
qK-variable. In the empirical calculations of the rate of return, however, 
it is natural to use a total measure of capital (fixed assets plus inventories 
plus net financial assets). If a TC-measure is not used, then the debt-capital 
series (s) do not make sense because scan be greater than one. This discrepancy 
between theoretical and empirical analysis may, however, be explained by 
assuming that in the theoretical analysis other assets (inventories plus 
financial assets) are a constant proportion of total capital (see also 
poterba and Summers (1983)). The method for calculating the replacement cost 
value of total capital is described in Koskenkylä (1984). 

9 Price Indices of Investment Goods (q) and Output (p) 

These price i ndices are taken di rectly from NIA stati stics at annual 
rates and the quarterly series are obtained from the BOF-model data. The 
price indices have 1975 as a base year (q1975 = 1.00 etc.) 
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10 Cash Flow (CF) and Dividends (Div) 

Net cash flow (retained earnings) is calculated as 

(A22) CFn = pQ -·wL - oqK - rB - T - Div 

(A23) CFg = CFn + oqK 

which implies that CFg is the sum of depreciation charges and profits 
after taxes. Quarterly CF series were obtained using the quarterly values 
of the respective variables and partly interpolating some of the 
variables (rB, T and Div). 

The annual series of taxes and dividends were obtained from BSD, I1H and 
some unpub 1 i shed data of the C.entra 1 Stati sti ca 1 Offi ce. There are 
differences between the series for dividends and taxes thus obtained but 
they do not have much effect on the estimates of CF. Two other series for 
CF can also be constructed using a) tax depreciation instead of true 
economic depreciation and b) labour costs measured on the basis of the 
balance sheet data. Using these variables would affect the CF-estimates. 
somewhat. We have, however, assumed that it is the 'true' economic cash 
flow which affects investment behaviour. 

Cash flow variables used in the econometric analysis are deflated values 
of the nominal CF since it is the purchasing power of cash flow relative 
to the cost of new investment goods which is thought to affect investment 
decisions. 

Tables A16 and A17 present the basic annual and quarterly data used in 
the econometric analysis. 

TJ\BLE A16. Annual Data for All Sectors 

Manufacturing 

1 K Q B TC cPJ cf1 T Div w p q s 

1962 3682 24881 125~ 6037 11921 3746 2134 278 58 3.01 0.35 0.29 0.51 
1963 3083 26142 13076 6813 12855 4062 2330 264 59 3.26 0.36 0.30 0.53 
1964 3489 27691 13963 7627 14324 4172 2310 269 66 3.69 0.38 0.32 0.53 
1965 3718 29340 14808 ,8779 16106 3736 1813 285 69 4.09 0.39 0.34 0.55 
1966 3935 31052 15520 9301 17333 3531 1359 . 315 70 4.47 0.39 0.35 0.57 
1967 3306 31997 15971 11471 1~14 3544 1305 286 63 4.98 0.41 0.37 0.60 
1968 3406 32925 16846 12744 21801 4604 2414 294 00 5.55 0.46 0.42 0.58 
1969 4051 34373 1~12 14894 24387 69911- 44~ 323 118 6.05 0.51 0.43 0.61 
1970 5317 36979 21097 18350 29267 7094 4641 315 143 6.79 0.53 0.48 0.63 
1971 5808 39815 21361 22739 34839 5025 2364 329 123 7.89 0.55 0.53 0.65 
1972 5505 42143 23930 26475 40119 5376 2562 . 326 151 9.10 0.59 0.60 0.66 
1973 4~5 436~ 25477 32977 49575 60~ 3227 401 231 10.88 0.69 0.71 0.67 
1974 6508 46649 26739 44086 68344 8193 5319 498 260 13.69 0.91 0.87 0.65 
1975 6652 49537 25647 53714 00776 4819 1537 625 125 17.12 1.00 1.00 0.66 
1976 5833 51415 26064 61417 89271 3715 133 782 361 20.33 1.11 1.10 0.69 
1977 4837 52177 25855 67857 98170 3247 -387 725 315 22.77 1.19 1.24 0.69 
1978 .3919 51975 26922 72883 104808 5337 1310 703 337 24.37 1.29 1.27 0.70 
1979 4465 52385 29874 78856 115429 7449 3647 ~ 460 27.05 1.41 1.35 0.68 
1930 5788 54008 32368 93986 136772 6821 3128 1023 620 30.91 1.50 1.50 0.69 

e 

1.03 
1.13 
1.14 
1.20 
1.30 
1.52 
1.41 
1.57 
1.68 
1.88 
1.94 
1.99 
1.82 
1.98 
2.20 
2.24 
2.28 
2.16 
2.20 
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TABLE A16 cont. 

Resi dua 1 Sector 

K Q B Te Cf9 a:n T Öiv w p q s e 

1962 4288 33840 15881 7745 15774 3956 1823 236 93 2.76 0.35 0.32 0.49 0.96 
1963 3829 35225 16375 8706 16549 4391 2028 164 99 3.08 0.37 0.33 0.53 1.11 
1964 4136 36794 17130 9283 17599 4346 1848 278 102 3.51 0.40 0.34 0.53 1.12 
1965 4580 38717 18339 11014 19566 4403 1865 313 118 3.77 0.41 0.35 0.56 1.29 
1966 4663 40491 18!XJ4 11676 21625 4602 1007 330 126 4.13 0.44 0.36 0.54 1.17 
1967 4880 42329 19243 13344 23525 4505 1638 298 138 4.58 0.46 0.38 0.57 1.31 
1968 3S06 43091 19218 14289 26793 4276 1484 352 104 5.12 0.50 0.43 0.53 1.14 
1969 4825 44595 21153 16508 30311 5093 1972 335 ~ 5.64 0.51 0.46 0.54 1.20 
1970 5849 47010 22882 18972 35071 5259 2089 378 156 6.35 0.54 0.50 0.54 1.18 
1971 6306 49693 23346 21033 39303 4918 1650 409 209 7.20 0.58 0.55 0.54 1.15 
1972 6876 52735 25552 23968 45985 5576 2147 415 188 8.27 0.63 0.62 0.52 1.09 
1973 8003 56645 27908 30273 56541 5871 2262 522 154 9.79 0.70 0.70 0.54 1.15 
1974 7779 60043 28807 38702 74432 5897 2327 677 221 12.25 0.85 0.85 0.52 1.08 
1975 8962 64350 29343 45866 89505 4769 788 938 504 15.30 1.00 1.00 0.51 1.05 
1976 8228 67681 28448 51455 101301 4572 143 1244 229 17.66 1.14 1.11 0.51 1.03 
1977 7398 69968 20052 58507 118404 4773 247 1088 249 19.47 1.26 1.25 0.49 0.98 
1978 5913 70632 28414 66532 128937 5393 607 1231 218 20.49 1.34 1.37 0.52 1.07 
1979 6393 71762 30184 74792 143~4 6400 1556 1284 291 22.82 1.46 1.47 0.52 1.08 
1980 6440 72853 31731 84805 164164 6077 1265 1044 230 26.02 1.58 1.65 0.52 1.07 

Aggregate Sector 

1 K Q B Te (Fg ~ T Div w p q s e 

1962 7970 58720 28471 13782 27695 7683 3923 514 151 2.87 0.35 0.31 0.50 0.99 
1963 6912 61367 29450 15519 29403 8430 4327 428 158 3.15 0.37 0.32 0.53 1.12 
1964 7625 64484 31093 16910 31923 8501 4131 547 168 3.58 0.39 0.33 0.53 1.13 
1965 8298 68056 33147 19793 35672 8136 3670 599 187 3.90 0.40 0.35 0.55 1.25 
1966 8598 71543 34423 21477 38958 8141 3168 645 196 4.27 0.42 0.36 0.55 1.23 
1967 8186 74326 35214 24814 42539 8035 2937 583 201 4.74 0.44 0.38 0.58 1.40 
1968 7312 76016 36064 27033 48594 8860 3869 646 184 5.30 0.48 0.43 0.56 1.25 
1969 8876 78968 40165 31403 54698 11991 6360 657 209 5.81 0.51 0.45 0.57 1.35 
1970 11166 83989 43980 37322 64338 12302 6667 693 299 6.54 0.54 0.49 0.58 1.38 
1971 12115 89508 44707 43772 74141 <]]34 3996 738 332 7.49 0.57 0.54 0.59 1.44 
1972 12381 94879 49482 50443 86104 10942 4698 742 339 8.63 0.61 0.61 0.59 1.41 
1973 12907 100335 53385 63250 106116 11981 5503 923 385 10.26 0.70 0.70 0.60 1.48 
1974 14287 106693 55546 82788 142776 14127 7684 1175 481 12.87 0.88 0.86 0.58 1.38 
1975 15614 113887 54990 99580 170281 9589 2326 1563 628 16.07 1.00 1.00 0.58 1.41 
1976 14060 119096 54511 112872 190571 8287 276 2026 59) 18.82 1.12 1.11 0.59 1.45 
1977 12235 122146 53907 126364 216574 0019 -137 1813 564 20.89 1.23 1.24 0.58 1.40 
1978 9832 122607 55335 139415 233745 10648 1874 1933 555 22.14 1.32 1.33 0.60 1.48 
1979 10058 124147 60058 153648 259253 13609 4893 2184 757 24.76 1.43 1.42 0.59 1.45 
1980 12229 126941 64099 178791 300936 12829 4316 2067 850 28.17 1.54 1.57 0.59 1.46 
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TABLE A16 cont. 

Interest Rates 

rM rR rA rB Rt41 RM2 

1962 7.16 8.99 8.12 7.03 24.88 7.18 
1963 7.37 8.74 8.09 7.14 20.40 12.99 
1964 7.50 8.94 8.23 7.25 18.58 12.33 
1965 7.50 8.84 8.16 7.47 7.00 15.48 
1966 7.29 9.03 8.13 7.53 19.52 18.57 
1967 7.54 8.59 8.04 7.56 10.61 23.50 
1968 7.68 9.33 8.44 7.70 7.65 7.00 
1969 7.87 9.05 8.42 7.71 7.12 7.00 
1970 7.41 8.56 7.94 7.76 17.83 19.18 
1971 7.50 8.71 8.0·2 ·8.74 9.75 9.00 
1972 7.27 8.55 7.79 8.17 7.75 7.88 
1973 7.34 10.03 8.41 8.-96 12.88 11.64 
1974 7.96 10.48 8.97 9.84 14.62 24.26 
1975 7.50 9.60 8.33 10.02 19.64 24.80 
1976 7.46 9.99 8.43 10.14 18.63 20.50 
1977 7.89 10.80 9.01 9.99 17.36 17.39 
1978 8.00 10.25 8.88 8.51 11.75 10.49 
1979 7.81 10.06 8.73 8.51 9.26 13.00 
1980 8.58 11.83 9.90 10.00 14.58 13.00 

TABLE A17. Quarterly Data for the Aggregate Sector 

1 K Q CFg CFn T Div 

1963.1 1687 59356 7176 1930 894 107 39 
1963.2 1674 59968 7353 2387 1354 107 39 
1963.3 1758 60653 7431 2181 1155 107 39 
1963.4 1793 61367 7490 1936 926 107 39 
1964.1 1746 62008 7637 2502 1384 137 42 
1964.2 1887 62779 7611 1958 850 137 42 
1964.3 1961 63610 7858 1807 720 137 42 
1964.4 2031 64484 7987 2238 1180 137 42 
1965.1 2029 65359 8149 1969 . 843 150 47 
1965.2 2049 66239 8210 1783 665 150 47 
1965.3 2092 67145 8346 2093 981 150 47 
1965.4 2127 68056 8441 2287 1178 150 47 
1966.1 2159 68963 8395 1749 493 161 49 
1966.2 2077 69771 8499 2071 825 161 49 
1966.3 2155 70642 8626 1965 726 161 49 
1966.4 2207 71543 8903 2351 1119 161 49 
1967.1 2197 72409 8803 2026 709 146 50 
1967.2 2207 73269 8865 1959 658 146 50 
1967.3· 1811 73717 8800 2048 750 146 50 
1967.4 1972 74326 8746 2003 813 146 50 
1968.1 1903 74839 8856 1949 688 161 46 
1968.2 1932 75372 8986 2056 809 161 46 
1968.3 1773 75736 9081 2470 1224 161 46 
1968.4 1704 76016 9141 2379 1143 161 46 
1969.1 2246 76802 9692 2732 1289 164 52 
1969.2 2023 77351 9822 2943 1513 164 52 
1969.3 2199 78065 10246 3234 1833 164 52 
1969.4 2407 78968 10405 3071 1711 164 52 



29 

TABLE A17 cont. 

1970.1 2889 80356 10695 2950 1518 173 75 
1970.2 2674 81503 10953 3369 1920 173 75 
1970.3 2773 82728 11147 3163 1757 173 75 
1970.4 2831 83989 11185 2835 1483 173 75 
1971.1 2667 85044 10593 2119 534 184 83 
1971. 2 3144 86555 11268 2571 1056 184 83 
1971.3 3100 ·87993 11409 2677 1220 184 83 
1971.4 3204 89508 11437 2537 1144 184 83 
1972.1 3146 90945 11962 2478 867 185 85 
1972.2 3060 92268 12271 2802 1193 185 85 
1972.3 3037 93543 12429 2926 1386 185 85 
1972.4 3138 94879 12821 2726 1237 185 85 
1973.1 3332 96390 13131 2755 1048 231 96 
1973.2 2859 97398 13008 2857 1133 231 96 
1973.3 3365 98892 13479 2851 1289 231 96 
1973.4 3352 100335 13767 3466 1959 231 96 
1974.1 3267 101666 13845 3362 1628 294 120 
1974.2 3422 103125 13919 3479 1828 294 120 
1974.3 3842 104977 13868 3407 1844 294 120 
1974.4 3756 106693 13913 3847 2335 294 120 
1975.1 4030 108674 14058 2596 674 391 157 
1975.2 4080 110668 13853 2067 255 391 157 
1975.3 3778 112321 13604 2382 603 391 157 
1975.4 3726 113887 13475 2549 792 391 157 
1976.1 3799 115511 13468 1654 -412 506 148 
1976.2 3330 116635 13628· 2072 -4 506 148 
1976.3 3554 117961 13607 2358 402 506 148 
1976.4 3378 119096 13808 2178 256 506 148 
1977 .1 3142 . 119963 13424 2078 -60 453 141 
1977.2 3257 120929 13332 2039 -6 453 141 
1977.3 2848 121467 13584 1952 -73 453 141 
1977.4 2988 122146 13567 1954 -2 453 141 
1978.1 2572 122434 13629 2735 467 483 139 
1978.2 2557 122638 13773 2928 713 483 139 
1978.3 2365 122642 13815 2589 396 483 139 
1978.4 2338 122607 14119 2410 306 483 139 
1979.1 2662 122940 14614 3356 1085 546 189 
1979.2 2738 123343 14967 3281 1081 546 189 
1979.3 2634 123633 15059 3378 1222 546 189 
1979.4 2823 124147 15419 3755 1659 546 189 
1980.1 2966 124754 15712 3056 845 517 212 
1980.2 2991 125375 15851 2982 .826 517 212 
1980.3 3307 126300 16280 3284 1198 517 212 
1980.4 2965 126941 16256 3490 1423 517 212 

s e w p q r c1 c2c c2a 

1963.1 0.52 1.08 3.01 0.36 0.31 8.13 4.05 2.55 4.97 
1963.2 0.53 1.12 3.12 0.38 0.32 8.07 4.04 2.56 4.90 
1963.3 0.53 1.14 3.21 0.37 0.32 8.06 4.06 2.57 4.87 
1963.4 0.53 1.13 3.28 0.36 0.32 8.08 4.11 2.62 4.92 
1964.1 0~53 1.11 3.43 0.40 0.32 8.24 4.19 2.48 4.95 
1964.2 0.53 1.11 3.55 0.39 0.32 8.27 4.23 2.50 5.06 
1964.3 0.53 1.12 3.63 0.38 0.33 8.26 4.32 2.55 5.21 
1964.4 0.54 1.16 3.72 0.40 0.34 8.17 4.46 2.62 5.32 
1965.1 0.55 1.22 3.79 0.40 0.34 8.27 4.46 2.27 5.05 
1965.2 0.56 1.26 3.87 0.39 0.35 8.17 4.50 2.28 4.80 
1965.3 0.56 1.27 3.91 0.40 0.35 8.12 4.52 2.29 4.56 
1955.4 0.55 1.24 4.03 0.41 0.35 8.09 4.52 2.29 4.44 
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1966.1 0.55 1.21 4.02 0.40 0.35 8.15 4.80 2.43 4.67 
1966.2 0.55 1.20 4.15 0.41 0.36 8.16 4.82 2.45 4.84 
1966.3 0.55 1.22 4.37 0.42 0.36 8.14 4.83 2.46 5.02 
1966.4 0.56 1.29 4.53 0.43 0.36 8.08 4.85 2.47 5.24 
1967.1 0.58 1.37 4.63 0.43 0.37 8.03 5.10 2.08 5.14 
1967.2 0.59 1.42 4.70 0.43 0.37 8.00 5.19 2.11 5.32 
1967.3 0.59 1.43 4.77 0.44 0.37 8.03 5.22 2.12 5.39 
1967.4 0.58 1.38 4.85 0.45 0.40 8.10 5.73 2.32 5.93 
1968.1 0.57 1.31 5.11 0.46 0.42 8.33 5.75 '2.20 6.15 
1968.2 0.55 1.25 5.26 0.47 0.43 8.43 5.81 2.23 5.16 
1968.3 0.55 1.22 5.35 0.50 0.43 8.50 5.79 2.24 4.22 
1968.4 0.55 1.24 5.47 0.49 0.43 8.52 5.79 2.25 3.45 
1969.1 0.56 1.29 5.64 0.50 0.44 8.48 6.39 2.52 3.64 
1969.2 0.57 1.34 5.70 0.51 0.44 8.45 6.40 2.53 4.05 
1969.3 0.58 1.38 5.89 0.52 0.45 8.41 6.51 2.58 4.54 
1969.4 0.58 1.39 6.02 0.52 0.46 8.33 6.73 2.67 4.89 
1970.1 0.58 1.38 6.35 0.53 0.48 8.25 6.96 2.59 4.76 
1970.2 0.58 1.37 6.39 0.54 0.47 8.09 6.93 2.56 4.39 
1970.3 0.58 1.38 6.58 0.54 0.49 7.85 7.18 2.64 4.33 
1970.4 0.58 1.40 6.84 0.54 0.51 7.55 7.49 2.74 4.18 
1971.1 0.59 1.43 7.16 0.56 0.51 8.17 6.56 3.12 4.14 
1971.2 0.59 1.45 7.31 0.56 0.53 7.97 6.86 3.26 4.39 
1971.3 0.59 1.45 7.50 0.57 0.55 7.92 7.12 3.38 4.12 
1971.4 0.59 1.44 8.01 0.59 0.58 8.01 7.44 3.54 3.86 
1972.1 0.59 1.41 8.23 0.59 0.59 7.63 6.88 3.49 3.37 
1972.2 0.58 1.40 8.49 0.60 0.59 7.78 6.88 3.51 2.72 
1972.3 0.58 1.41 8.75 0.62 0.62 7.87 7.17 3.67 2.70 
1972.4 0.59 1.43 9.03 0.62 0.64 7.86 7.41 3.80 2.55 
1973.1 0.59 1.47 9.48 0.65 0.66 7.80 7.67 4.31 2.82 
1973.2 0.60 1.49 9.89 0.68 0.66 7.75 7.60 4.26 2.34 
1973.3 0.60 1.49 10.58 0.70 0.73 9.03 8.42 4.69 2.25 
1973.4 0.59 1.46 11.07 0.75 0.75 9.08 8.76 4.85 1.23 
1974.1 0.59 1.42 11.60 0.81 0.80 9.07 10.64 6.05 1.10 
1974.2 0.58 1.38 12.70 0.87 0.84 9.05 11.23 6.35 -0.11 
1974.3 0.58 1.36 13.18 0.88 0.89 8.98 11.90 6.71 -2.28 
1974.4 0.58 1.36 14.01 0.96 0.92 8.77 12.33 6.95 -3.42 
1975.1 0.58 1.37 14.84 0.94 0.94 8.53 11.11 7.87 -4.06 
1975.2 0.58 1.39 16.00 0.97 1.00 8.33 11.77 8.37 -4.36 
1975.3 0.59 1.42 16.46 1.02 1.02 8.22 ' 11.95 8.53 -4.65 
1975.4 0.59 1.45 17.00 1.07 1.03 8.21 12.06 8.64 -4.13 
1976.1 0.59 1.46 17.97 1.07 1.07 8.28 12.38 9.18 -2.68 
1976.2 0.59 1.47 18.26 1.10 1.07 8.38 12.31 9.12 -2.09 
1976.3 0.59 1.45 19.21 1.16 1.13 8.47 13.08 9.66 -0.45, 
1976.4 0.59 1.43 19.90 1.16 1.15 8.59 13.34 9.80 0.20 
1977 .1 0.58 1.40 19.93 1.20 1.19 8.74 13.79 8.58 -0.91 
1977.2 0.58 1.39 20.75 1.23 1.24 9.00 14.44 8.97 -0.48 
1977.3 0.58 1.39 21.38 1.23 1.25 9.38 14.59 9.08 -1.11 
1977.4 0.59 1.42 21.54 1.24 1.30 8.91 15.08 9.43 -0.30 
1978.1 0.59 1.45 21.46 1.30 1.29 9.29 15.91 8.31 -0.66 
1978.2 0.60 1.48 21.23 1.32 1.32 8.65 16.26 8.54 1.27 
1978.3 0.60 1.49 22.71 1.33 1.33 8.78 16.40 8.63 3.72 
1978.4 0.60 1.49 23.20 1.32 1.39 8.82 17.12 8.98 6.19 
1979.1 0.60 1.47 24.20 1.41 1.36 8.47 18.06 8.01 8.62 
1979.2 0.59 1.45 24.10 1.40 1.41 8.47 18.67 8.24 9.68 
1979.3 0.59 1.41 25.00 1.44 1.44 8.41 19.22 8.39 10.45 
1979.4 0.58 1.38 25.62 1.48 1.48 9.55 19.84 8.63 11.02 
1980.1 0.58 1.40 26.72 1.48 1.52 10.16 20.49 11.80 15.07 
1980.2 0.59 1.45 27.67 1.52 1.55 10.00 21.08 12.13 14.96 
1980.3 0.59 1.45 28.57 1.54 1.61 9.82 21.66 12.57 15.25 
1980.4 0.60 1.48 29.68 1.62 1.62 9.64 22.25 12.72 14.96 

c2c = user cost c2 with constant price expectations 
C2a = user cost c2 with adaptive price expectations 



APPENDIX VI 

ARIMA-models of the Explanatory Variab1es (Output and prices) Used 
in the Quarter1y Investment Equations of the Aggregate Sector 

In order to construct the ARIMA-mode1s of exp1anatory variab1es we have 
used the three-stage approach suggested by Box and Jenkins. The steps 
are: identification, estimation and diagnostic checking. 
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Identification is the procedure for obtaining an approximate idea of the 
structure of the mode1, i.e. the degree of (p,d,q) of an ARIMA(p,d,q) 
model. This is done by studying the autocorrelation and partia1 auto
corre1ation functions of the variab1es. Since most time series a1so 
contain a trend and are thus nonstationary, we have first e1iminated the 
trend by successive first differences of the 10gs of the variab1es. The 
autocorre1ograms and partia1 autocorre1ograms of the 10g differences, 
together with the respective correlation coefficients, are then used to 
judge the degree of ARIMA (p,q)-models. 

The resu1ts suggest that the log-differences of the fo1lowing variab1es 
are (almost) white noise: 
- cl = first variant of the nomina1 user cost 
- c2c = second variant of the nomina1 user cost with constant price 

expectations 
- w/c2c 
- w/cl 

The 'white noise' property of the first 10g-differences, in turn, implies 
that the expected future changes of the corresponding variab1es are 
almost co~stant (or zero in the case where there is no trend). This 
'white noise' prpperty is often used to justify the 'static ' expecta
tions hypothesis, i.e. that the one-period forecast of a variab1e 
(X~+I) is equa1 to the current va1ue (Xt) of that variab1e, i.e. 
e e Xt +1 = Xt or Xt = Xt _1• Hence it can be argued that our estimated mode1s 

which inc1ude (w/c1)t or (w/c1)t_l as a price variable correspond to the 
ARINA-model of (W/cl). 

The t.1L-estimation results of other exp1ariatory variab1es are:*) 

i) output (Q): ARIMA (2,1,0) 

(1 + 0.152 B + 0.362 B2)Qt = ut , Ql(10) = 4.13 
(0.110) (0.112) 

Ql indicates the Box-Pierce statistics for 17 1ags (in 
parentheses the respective degrees of freedom, Qt = (I-B)logQt). 

* B is a backward-shift operator (BXt = Xt _1); standard errors are in 
parentheses. 
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ii) rate of inf1ation (g): ARIMA (0,1,4) 

- ( 2 4) gt = 1 + 0.146 B - 0.789 B ut ' Q1(10) = 
(0.065) (0.063) 

11.47 

where 9t = (l-B)log gt 

iii) nomina1 wåge rate (w): ARIMA (0,2,1) 

10g wt - 210g wt _1 + 10g wt _2 = (1 - 0.785 B)Ut , Q1(11) = 11.36 
(0.072) 

iv) rea1 wage rate (w/p): ARIMA (2,1,0) 

(1 + 0.264 B + 0.453 B2)(~) = 0.02 + ut ' Q1(9) = 6.53 
(0.100) (0.101) p (0.003) 

where (!p) = (l-B)log(!) 
p t 

v) real user eost (e1/p): ARIMA (0,1,1) 

c 
(~) = (1 - 0.324 B)U t , Q1(14) = 8.21 
p t (0.107) 

e 
where (f) e 

(l-B)log(~) 
p t 

The simplest foreeast values of the variables are obtained by using 
either the fitted values of the ARIMA-models or generating one-period 
(t+1) foreeasts with the se models. 



Table Al8. Regressi on rtlde 1 s for OJtput i n All ~ctors (annua 1 and 
quarterly data) 

Eq. t-b./ (1/1-1) (21M) (3/R) (4/R) (5/A) (6/A) (7/A). (8/A) 
Sector 

constant -6122.12 - -7396.46 -7036.17 -8483.10 - -1955.11 -3214.48 
(2.61) (2.51 ) (2.30) (4.73) (5.26) 

Xt 257.33 347.80 145.22 268.52 
(lO.98) (6.31) (l.77) (1.9O) 

Xt-1 164.48 158.87 
(2.31) (2.03) 

Xt-4 81.82 105.68 
(7.00) (6.82) 

Gt 2.34 2.35 4.22 5.64 2.06 2.51 
(2.48) (2.4O) (4.33) (3.54) (4.82) (4.07) 

Pt 26.19 33.44 29.82 29.45 52.41 89.80 5.92 9.73 
(7.94) (2.58) (2.26) (2.13) (3.29) (4.04 ) (3.57) (3.68) 

Lt 54.06 106.96 70.64 
(4.00) (4.64) (6.84) 

00* -21.74 ~.74 -54.95 -15.50 
(O.42) (0.22) (0.71) (l.96) 

Wt -27.74 -258.15 -257.09 -384.86 -631. 03 -39.26 -59.67 
(O.69) (2.4O) (2.30) (3.22) (3.56) (3.29) (3.44) 

R2 0.989 0.977 0.978 0.976 0.994 0.985 0.990 0.977 
SEE 619.9 899.6 757.1 786.5 825.1 1350.2 300.8 407.6 
DW 2.15 1.45 1.50 1.44 1.98 1.95 1.44 0.71 

Notes: Equations 1-6 are estimated fran annual clata and equations 7-8 fran 
quarterly clata. Variables X, G, P, L (or ~41) and W are used as 
insttuJEnts in the TSLS estimation of linear investlrent equations. 
X = industrial production in five irrportant countries for Finni sh 

exports (volure index) 
G = publ ic conSlJllltion in Finland (at 1975 prices) 
P = pri ce index of imports of fue 1 prociJcts 
L = absolute change inthe volure of credit granted by cOOTlErcial banks 
W = index of the negoti ated wage rate 
00* = proxy variable for credit rationing (marginal interest rate 

on central bank debt, see table A 23); in equations 1-6 
00 is lagged by one year and in equations 7-8 it is lagged by 
four qJarters. 
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Table Al9. Anooal Estimation Results of Linear Investment Equations for All Sectors with Altemative Proxies for the l:enand Variable 
(eq. 5.17ii, Z = prol\Y for demand index) 

Eq. ~./ (l/M) (2M) (3M) (4M) (SM) (6/R) (7/R) (8/R) (9/R) (lO/A) (U/A) (12/A) (13/A) (14/A) (15/A) w 
Sector ..,. 
constant -1.88 7.92 5.50 1.12 2.65 4.95 2.50 0.55 2.02 2.42 14.15 11.97 12.48 5.23 6.52 

(l.18) (7.51) (6.29) (1.32) (3.13) (3.02) (2.00) (0.48) (0.83) (0.28) (1.60) (1.83) (2.68) (1.52) (2.09) 
X-1 0.18 -0.11 0.20 

(5.43) (2.15) (1.82) 
M-1 0.14 0.09 

(5.53) (1.13) 
S-l 0.35 0.34 

(5.98) (2.89) 
GDP_1 0.24 0.11 0.46 

(8.00) (1.53) (5.40) 
CIX-1 0.18 

(7.01) 
CL1 0.16 0.17 0.43 0.32 

(3.37) (3.15) (8.10) (4.60) 
(w/p) 0.31 0.52 0.32 0.26 0.45 0.19 0.65 0.46 0.49 0.20 2.99 2.36 1.17 1.27 0.74 

(1.08) (1.84) (1.18) (1.33) (1.94) (5.59) (1.55) (1.72) (1.60) (1.83) (3.30) (3.17) (1.87) (2.95) (1.20) 
(q/p) -0.40 -0.73 

(1.91) (2.52) 
(c2/P) -0.08 -0.15 -0.09 -0.09 -0.10 -0.17 -0.20 -0.13 -0.40 -0.63 -0.65 -0.84 -0.50 

(2.57) (4.98) (3.26) (3.97) (3.93) (3.43) (3.54) (2.93) (1.15) (1.50) (3.26) (3.42) (2.85) 
K-1 -0.35 -0.56 -0.39 -0.51 -0.60 -0.24 -0.22 -0.23 -0.22 -0.37 -0.50 -0.48 -0.53 -0.48 -0.35 

R2 
(2.93) (4.28) (3.44) (5.46) (5.44) (7.20) (6.37) (8.64) (6.78) (2.61) (3.65) (4.53) (6.71) (8.34) (5.81) 
0.82 0.82 0.84 0.90 0.87 0.94 0.93 0.95 0.94 0.80 0.77 0.84 0.92 0.96 0.90 

SEE 490.1 484.8 457.9 361.6 405.8 402.2 436.5 346.4 394.9 1194.1 1281.0 1046.9 745.1 545.6 851.4 
DW 1.96 2.82 2.29 2.12 2.20 1.56 1.66 2.29 2.47 0.78 0.87 0.94 1.12 1.84 1.58 

Notes:· The proxy variables used for the expected danand variable (ze) are as follOlls: 
X = vollJOO index of industrial prodoction in five countries (SWeden, \~-Gennany, LtJited Kingdan, the USA, France) il11JOrtant for 

Finnish exports (see table Al8). 
M = vollJOO index of il11JOrts of the five countries as in X. 
S = volune of sales (for the aggregate sector S has been constructed by J. Pesola) 
GDP = volune of gross danestic prodoction (Q) of total Finnish ecOn<ll!Y 
CIX = vollJOO of total aaaresate danand in Finland (i .e. conSlllfltion + invest:nl:nt + exports) 
CI = conSlllfltion + investlrent (carpare CIX) 



Table A20. Annua1 Estimation Results of Investment Equations for All Sectors (eqs. 5.19, and 5.20) 

Eq. No.1 (11M) (21M) (31M) (4/M) (5/R) (6/R) (7/R) (8/R) (9/A) (l0/A) (ll/A) 
Sector 

Dependent t, 109 K I/K_1 t, 109 K I/K_1 t, 109 K I/K_1 t, 109 K I/K_1 t,log K I/K-1 t, 1 og K 
Variable 

constant 1.226 1.281 0.962 0.933 0.878 1.007 0.903 1.192 1.030 1.094 1.151 
(4.44) (4.19) (1.44) (1. 26) (2.61) (2.87) (1.82 ) (2.33) (4.44) (4.30) (1.96 ) 

109 0-1 0.310 0.338 0.311 0.339 0.216 0.241 0.214 0.220 0.280 0.314 0.272 
( 6 .11 ) (6.02 ) (5.95) (5.88) (4.42) (4.73) (3.34) (3.34) (8.77) (8.9]) (5.78) 

109 (w/c1) 0.029 0.028 0.093 0.104 0.062 0.064 
( 1.55) (1.31) (2.63) (2.84) (2.50) (2.35) 

10g (w/p) 0.005 0.018 0.096 0.131 0.077 
(0.0]) (0.19) (1.53) (2.03 ) (1.05) 

10g (c1/p) -0.034 -0.035 -0.091 -0.091 -0.059 
(1.12) (1.01) (2.05) (2.00) (2.15) 

109 K-1 -0.404 -0.427 -0.370 -0.383 -0.278 -0.306 -0.279 -0.314 -0.349 -0.379 -0.356 
(6.31) (6.03) (3.63) (3.44) (9.39) (9.92) (8.28) (9.02) (10.83) (10.74) (7.53) 

R2 0.75 0.72 0.74 0.71 0.85 0.86 0.84 0.86 0.88 0.87 0.87 
SEE 0.011 0.012 0.011 0.012 0.007 0.007 0.007 0.006 0.006 0.007 0.006 
DW 1.98 1.85 1.98 1.86 2.41 2.64 2.39 2.41 1.98 1.93 1.95 

Notes: In all equations 0-1 i s used as a proxy for ZE and OE (see eqs. 5.19 and 5.20) 

(12/A) 

I/K_1 

1'.367 
(2.13) 
0.296 

(5.79) 

0.099 
(1. 24) 
-0.058 
(1. 94) 

-0.396 
(7.69) 

0.87 
0.007 
1.89 

W 
01 
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Table A21. SURE-Estimatian Results far the Manufacturing and Residual Sectors 

Eq. !'b./ (11M) (21M) (31M) (4IM) (5/R) (6/R) (7/R) (8/R) 
Sector 

canstant 2.296 2.616 4.007 4.844 -1.812 -0.836 3.929 1.532 
(4.49) (5.64) (3.63) (6.99) (4.66) (1.31) (2.12) (1.73) 

Q-1 0.626 0.634 0.630 0.548 0.478 0.700 0.473 0.423 
(7.03) (7.10) (6.92) (7.69) (5.59) (8.91) (3.95) (3.81) 

(w/c1 ) 1.691 5.396 
(1.65) (4.16) 

(w/c2) 0.018 0.395 
(1.21) 1. (1.56) 

(w/p) -0.155 0.277 0.547 0.550 
(0.68) (1.30) (2.33) (2.56) 

(c1/P) -0.123 -0.524 
(1.33) (3.03) 

(c2/P) -0.086 -0.140 
(3.71) (3.80) 

K-1 -0.319 -0.283 -0.218 -0.392 -0.182 -0.193 -0.193 -0.210 
(5.29) (5.54) (2.31) (4.41) (8.60) (7.01) (7.75) (9.64 ) 

R2 0.00 0.81 0.79 0.87 0.95 0.92 0.95 0.96 
(1) SEE!SlRE 456.2 453.1 461.1 363.7 310.6 408.2 323.8 296.3 
(2) SEE!OLS 517.2 513.8 542.5 427.8 352.3 450.1 381.1 349.9 
(1 }/(2) 0.88 0.88 0.85 0.85 0.88 0.91 0.85 0.85 

Table A22. Tests far the Equal ity af Coefficients in the ~1anufacturing 
and Residual Sectors (annual data, srnE-estimatian) 

1. Equatian 1 = ~+ a1Q_1~(w/c1)+a3K_1 

Equality af a1 
Equal ity af a2 
Equality af a3 
All ai ~al 

F F-critical: 
5 % 1 % 

1.41 
4.91 4.20 7.64 
4.59 

32.92 2.95 4.57 

2. Equatian 1 = ~+a1Q_l+a2(w/c2}+a3K_l 

Equa 1 ity af al 
Equal ity af a2 
Equalit;y af a3 
All ai equal 

F F-critical: 
5 % 1 % 

0.051 
0.147 4.20 7.64 

10.()5 
26.33 2.95 4.57 

3. Equatian 1 = bO+b1Q_l+b2(w/P}+b3(c1/P)+b4K_l 

F F-critical: 
5% 1 % 

Equa 1 i t;y af bJ. 1.11 
Equal ity af ~ 4.56 
Equa 1 i ty af b:3 4.37 4.22 7.72 
Equa 1 i ty af bq. 0.082 
All bi ~al 16.03 2.74 4.14 

4. Equatian 1 = bO+blQ_l+b2(w/p}+b3(c2/P)+b4K_l 

Equa 1 i t;y af bJ. 
Equality af ~ 
Equa 1 i ty af b:3 
Equa 1 i ty af bq. 
All bi equal 

F F-critical: 

0.59 
0.30 

5% 1% 

0.95 4.22 7.72 
5.44 

32.50 2.74 4.14 



Table fe3. The Effect of Credit Rationing in the JIllnual Inves1lrent Equations 
for All Sectors 

Eq. tb./ (1/M) (2M) (3M) (4!R) (5!R) (6!R) (7/A) (8/A) (9/A) 
Sector 

constant 2.242 4.905 4.700 -1.764 3.117 2.142 0.247 6.846 14.795 
(3.36) (2.78) (5.14) (3.85) (1.25) (2.05) (0.32) (2.36) (4.06) 

Q 0.256 
(1.61) 

Q-1 0.621 0.611 0.554 0.485 0.437 0.614 0.620 0.643 
(5.00) (5.48) (5.49) (4.86) (2.88) (9.50) (5.93) (8.12) 

(w/c1 ) 1.600 5.368 6.847 
(1.22) (3.56) (3.14) 

(w/p) 0.100 0.257 0.663 0.758 0.598 1.199 
(0.66) (0.90) (2.04) (2.10) (1.06) (2.64) 

(c1/P) -0.181 -0.472 -0.553 
(1.35) (2.14) (2.13) 

(c2/P) -0.083 -0.146 -0.727 
(2.63) (4.14) (4.05) 

RJvU 5.29 
(0.18) 

(RJvU-rL1 -24.68 15.97 12.05 
(0.77) (0.72) (0.44) 

Rl42_1 -9.23 -13.02 
(0.61) (0.45) 

(RM2-rL1 3.81 44.94 -9.83 
(0.17) (2.31) (0.23) 

K-1 -0.315 -0.199 -0.386 -0.182 -0.203 -0.200 -0.264 -0.273 -0.459 
(4.20) (1.72) (3.40) (7.44) (6.15) (6.87) (8.89) (5.21) (8.02) 

R2 0.78 0.77 0.85 0.95 0.94 0.95 0.94 0.93 0.96 
SEE 536.1 551.2 444.7 360.5 388.3 373.5 637.6 724.5 543.2 
DW 1.83 .1.78 2.49 2.52 2.44 2.28 1.89 1.69 1.97 

Notes: See pppendix V; 00 and ~ are rrarginal interest rates on the central bank 
borroving of cCJlTll!rcialbanks and r is the average lending rate of these 
banks. 

37 



Table A24. The Effect of Technical Change in ,the Annual Investment Equations for All Sectors w 
co 

Eq. No./ (l/M) (2/M) (3/~1) (4/M) (5/R) (6/R) (7/R) (8/R) (9/A) (10/A) (U/A) (12/A) 
Sector 

constant 2.234 -1.706 9.234 8.764 -2.700 -0.297 -7.146 -6.171 0.556 1.492 3.236 8.529 
(0.93) (0.78) (0.85) (2.70) (2.31) (0.12) (1. 53) (2.41) (0.25) (0.31) (0.24) (1.86) 

Q-1 0.627 0.745 0.584 0.465 0.502 0.694 0.202 0.209 0.6U 0.833 0.609 0.634 
(5.35) (6.98) (4.01) (4.39) (4.91) (6.60) (1. 29) (1. 72) (7.66) (7.01) (5.50) (9.13) 

(w/c1) 1.653 5.481 6.617 
(0.87) (3.67) (2.91) 

(w/c2) 0.026 0.429 1.172 
(2.31) (1.57) (1.21) 

(w/p) -0.302 0.319 1.658 1.452 0.832 1.535 
(0.74) ( 1.38) (3.39) (4.22) (0.79) (3.55) 

. (c1/P) -0.311 -0.053 -0.387 
(0.77) (0.21) (0.64) 

( c2/P) -0.116 -0.819 -0.659 
(3.23) (2.15) (4.12) 

T -8.29 '-15.22 381.06 110.67 -94.49 -16.39 -641.03 -203.90 41.71 -65.66 -191.65 -165.18 
(0.03) (2.03) (0.48) (1. 25) (0.82) (0.24) (2.58) (3.17) (0.18) (0.52) (0.25) (1.97) 

K-1 -0.315 -0.139 -0.331 -0.528 -0.155, -0.210 -0.072 -0.101 -0.272 -0.308 -0.259 -0.399 
(1.67) (1. 58) (1.28) (3.53) (3.74) (3.64) (1.41) (2.57) (4.64) (2.50) (3.16) (6.91) 

R2 0.78 '0.83 0.76 0.87 0.95 0.91 0.96 0.97 0.94 0.91 0.93 0.97 
SEE 536.7 464.7 559.2 419.0 356.5 466.0 318.1 267.3 642.0 781.7 725.2 475.9 
OW 1.85 0.95 1.79 2.76 2.90 2.59 2.06 2.35 2.02 1.69 1.74 2.28 

Notes: T = linear trend variable (1963 = 1, 1964 = 2, ••• ) 



Table A25. Tests for the Replacement Hypothesis in the Annual 
Investment Equations for All Sectors 

Eq. No./ (I/M) (2/M) (3/R) (4/R) (5/A) (6~A) 
Sector 

constant 4.287 5.556 5.087 2.365 8.353 17.781 
(3.07) (5.67) (2.28) (2.26) (2.91) (3.48) 

Q-l 0.624 0.550 0.506 0.452 0.666 0.719 
(5.43) (6.29) (3.40) (3.39) (5.84) (6.81) 

(w/p) -0.269 0.242 0.552 0.568 0.390 0.961 
(1.05 ) (0.93) (1. 89) (2.21) (0.62) (1. 63) 

(cl/P) -0.137 -0.616 -0.641 
(1.19) (2.92) (2.43) 

(c2/P) -0.101 -0.169 -0.819 
(3.22) (3.84) (3.19) 

1 -0.175 -0.399 -0.213 -0.239 -0.271 -0.486 K-1 
(1.57) (3.46) (6.14) (8.05) (4.42) (5.49) 

R2 0.75 0.85 0.94 0.95 0.91 0.93 
SEE 566.4 444.7 401.8 353.9 800.2 722.7 
SEE* 542.5 427.8 381.1 349.9 698.5 525.9 
DW 1.53 2.39 2.47 2.31 1.56 1.34 

Notes: The net capital stock K1 is calculated by increasing the 
rate of depreciation (0) by 0.5 percentage point from 
1974 onwards as compared to the original value of o. The 
average original values of 0 are: oM = 7.8 %, oR = 7.5 %, 
oA = 7.6 % (see Appendix V). SEE* is the standard error of 
the regression with the original K-variables. 
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Table /12.6. QJarterly Investment Equations for the ~gregate Sector with Alternative Lags for the QJtput Variable 
.p. 
0 

Variables Equation ttl. 
and (l) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) 
stati stics: 

Constant -0.199 -0.160 -0.109 0.098 0.108 0.252 0.084 1.989 1.903 1.774 1.647 1.400 1.359 
(1.06) (0.90) (0.70) (0.68) (0.82) (1.82) (0.60) (10.02) (9.61 ) (9.30) (8.73) (7.83) (6.42) 

Ot 0.411 0.154 0.223 
(8.57) (1.16) (5.02) 

Ot-1 0.452 -0.314 0.240 
(9.46) (1.71) (5.25) 

Ot-2 0.517 0.209 0.295 
(11.39) (1.14) (6.21) 

Ot-3 0.573 0.025 0.348 
(12.53) (0.14) (6.80) 

Ot-4 0.649 0.579 0.417 
(14.25) (3.91) (7.43) 

Ot-5 0.708 0.439 
(3.11) (6.50) 

(w/cl) 2.895 2.744 2.467 2.032 1.665 1.208 1.696 
(6.30) (6.32) (6.36) (5.54) (4.92) (3.27) (4.62) 

(w/p) 0.312 0.319 0.289 0.269 0.253 0.294 
(4.29) (4.55) (4.33) (4.14) (4.05) (4.55) 

(c2/P) -0.074 -0.070 -0.064 -0.058 -0.050 -0.044 
(11.03) (10.43) (9.75) (8.66) (7.23) (5.59) 

K-1 -0.055 -0.058 -0.063 -0.064 -0.069 -0.072 -0.070 -0.061 -0.063 -0.065 -0.066 -0.070 -0.077 
(7.35) (8.11) (9.74) (10.74) (12.31) (11.55) (12.20) (7.73) (8.18) (8.80) (9.45) (10.42) (10.59) 

R2 0.80 0.82 0.85 0.87 0.89 0.88 0.89 0.90 0.90 0.91 0.92 0.93 0.91 
SEE 304.7 288.7 257.6 241.7 220.1 234.0 220.3 218.3 215.5 204.1 197.0 189.6 200.6 
[M 0.69 1.03 1.05 1.28 1.21 1.44 1.03 0.90 1.14 1.13 1.27 1.22 1.41 



Table fJ27. QJarterly Estimation Results of Inves1lrent Equations for the Aggregate :ector 
(eqs. 5.14, 5.15 and 5.17i ~th w/c as the price variable) 

Variables Equation ttl. 
and (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) 
statistics: 

Constant -0.240 1.383 0.177 0.235 -0.072 0.097 -0.164 -0.166 0.437 0.543 1.417 2.446 
(1.26) (1.67) (1.29) (1.67) (0.39) (0.57) (0.76) (0.77) (3.91) (4.14 ) (1.74) (1.54) 

rt= 0.447 0.366 0.735 0.7gz 0.483 0.756 0.309 0.310 0.694 0.647 0.364 0.119 
(8.58) (3.68) (14.54) (16.18) (9.58) (9.94) (6.49) (6.51) (7.17) (12.34) (3.68) (1.21) 

(w/c)e 2.918 0.870 1.353 1.288 2.441 -1.281 2.973 2.954 0.331 0.131 0.021 0.014 
(6.32) (0.19) (3.69) (2.88) (5.15) (3.33) (5.70) (5.71) (0.24) (2.69) (0.44) (0.30) 

C~ 0.075 
(1.52) 

K-1 -0.058 -0.030 -0.077 -0.082 -0.059 -0.077 -0.042 -0.044 -0.058 -0.055 -0.029 -0.009 
(7.52) (2.08) (13.45) (11.83) (7.44) (8.96) (5.51) (5.51) (9.68) (9.18) (2.18) (0.55) 

R2 0.786 0.913 0.900 0.887 0.803 0.904 0.745 0.746 0.851 0.861 0.913 0.900 
SEE 3)5.9 191.6 209.5 216.7 302.0 207.0 345.2 344.9 256.3 243.8 191.7 205.8 
DW 0.68 2.06 1.23 1.21 0·96 1.35 0.65 0.65 0.77 0.91 2.08 2.00 
D~ 0.70 0.71 0.69 0.70 0.67 0.51 

(6.89) (7.2?) (7.00) (7.1?) (6.11) (4.96) 
Rl{)l 0.52 0.52 0.55 

(4.44) (4.41) (4.80) 
RI-Klz 0.35 0.35 0.37 

(2.98) (3.01) (3.33) 
EST TSLS CO a..s a..s OLS a..s ClS ClS OLS a..s CO CO 
Definitions tb Q4 OA OA OM OA 
of 

Cf Cf Q4 Q4 Q4 Q1 

variables w:o w:o w:o ~A ~AR w:o w:o ~F ~2 ~2 ~2 ~2 

n 
CF4 

Notes: See table 24 for abbreviations of variables. In eqJations 11 and 12 c2 is the value of c2 \'kIich is positive 
for all t. In eqJations 2, 11 and 12, an AA(2} process is assuJEd for the disturbance. 

.j::> 

...... 



Tab1e fl28. Q,iarter1y Estimation Resu1ts of Log-Linear Investment Equations for the ~gregate ~tor (A109( and 1/K - equations) 

Equati on f'.b. 
Variab1es (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) 
and 
stati sti cs: A109( A 10g< 1/K_1 A 109( I/K_1 A 109( I/K_1 I/K_1 A 109( I/K_1 I/K_1 I/K_1 I/K_1 I/K_1 I/K_1 

constant 0.385 0.381 0.395 0.291 0.302 0.454 0.488 0.441 0.604 0.645 0.700 0.234 0.482 0.763 0.784 
(9.27) (7.09) (9.24) (13.30) (13.51) (5.59) (5.86) (4.04) (7.27) (7.70) (8.39) (2.36) (5.02) (9.59) (9.42) 

1091 . 0.075 0.044 0.079 0.071 0.075 0.072 0.075 0.045 0.052 0.055 0.039 0.078 0.062 0.092 0.032 
(12.94) (5.64) (12.93) (10.99) (11.34) (9.97) (10.11) (4.98) (6.95) (7.19) (6.65) (9.13) (7.44) (6.56) (5.73) 

log(w/c1)e 0.016 0.027 0.016 
(3.81) (5.23) (3.65) 

log(w/c2)e 0.0016 0.0016 
(3.66) (3.59) 

10g(w/p)e 0.026 0.029 0.033 0.041 0.045 0.052 0.022 0.042 0.062 -0.065 
(2.47) (2.70) (2.48) (4.03) (4.35) (5.04) (1.96) (4.06) (6.52) (6.55) 

log(c1/p)e -0.015 -0.014 -0.026 -0.012 
(3.32) (3.10) (4.33) (2.62) 

10g(c2/p)e -0.0021 -0.0022 -0.0033 -0.0023 -0.0035 -0.0035 
(5.09) (5.19) (8.83) (5.87) (9.15) (8.45) 

10ftFE! 0.0018 0.0017 
(2.10) (1.86) 

109(-1 -0.095 -0.069 -0.097 -0.082 -0.085 -0.099 -0.104 -0.076 -0.103 -0.109 -0.109 -0.091 -0.103 -0.156 -0.107 
(14.60) (7.78) (14.57) (13.67) (13.77) (11.89) (12.12) (6.19) (13.33) (13.81) (13.80) (10.41) (13.32) (13.75) (12.49) 

R2 0.76 0.67 0.76 0.76 0.76 0.76 0.76 0.66 0.80 0.80 0.79 0.76 0.81 0.79 0.77 
$EE 0.0023 0.0027 0.0024 0.0024 0.0024 0.0023 0.024 0.0028 0.0021 0.0021 0.0022 0.0024 0.0021 0.0022 0.0023 
DW 1.15 1.16 1.11 1.00 1.01 1.08 1.05 1.08 1.06 1.10 1.32 1.72 1.83 1.41 1.40 
D-m 0.42 0.41 0.45 0.51 0.51 0.46 0.47 0.49 0.48 0.46 0.34 0.14 0.07 0.30 0.32 

(3.61) (3.52) (3.88) (4.75) (4.73) (3.93) (3.99) (3.97) (4.29) (4.04) (2.85) (1.10) (0.57) (2.43) (2.58) 
LM(4) 16.42 15.14 16.56 23.98 23.47 16.89 17.12 21.31 19.51 18.07 10.51 10.96 4.25 6.98 10.87 
Definitions °4 °1 °4 °4 °4 Q4 °4 Q1 °4 °4 °1 Cl1 Cl1 

• C 
1 $4 

of 
Wo \tl \"tJ \tl \"tJ \tl \"tJ \'{) \tl \"tJ 

variab1es w:o w:o w:o W:
2 

W:2 c
1 

c
1 

c
1 

c
2 

c2 c
2 

c
1 

c
2 

c
2 c2 

n n 
CF4 CF4 

Notes: See tab1e 24 for abbreviations of variab1es. Variab1es CI, C and $ are used as proxies for the denand variab1e ~ and the 
coefficient estimates of these variab1es are prsented in the logQe l'UN in tab1e Jl2.8. CI = conSlJllltion + investrent of 
the Finnish econalJY, C = consunption and $ = sa1es of the aggregate sector (constructed by J. Pesola), see a1so tab1es 
A30 and A31. 

-1» 
N 
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Table Jl2.9. Q.iarterly Estimatian Results af Inves1lllent Equatians for the JlfJgregate Sector 
(eqs. 5.14, 5.15 and 5.17i; w/p and c1/P as price variables) 

Variables Equatian ~.b. 
and (1) (2) , (3) (4) (5) (6) (7) (8) (9) (10) 
stati stics: 

constant 1.621 2.730 2.764 0.766 0.650 3.003 3.103 2.259 2.198 2.110 
(4.10) (4.77) (4.43) (0.59) (1.55) (4.51) (5.02) (3.37) (3.71) (2.76) 

rp 0.651 0.516 0.436 0.271 0.824 0.583 0.389 0.233 0.128 0.235 
(11.10) (6.16) (4.89) (2.70) (9.55) (7.61) (4.26) (3.31) . (1.93) (3.31) 

(w/p)e 0.159 0.188 0.225 0.153 0.174 0.027 0.058 0.394 0.293 0.352 
(2.21) (1.71) (1.87) (2.41) (2.71) (0.20) (0.45) (3.29) (2.70) (3.11) 

(c1!p)e -0.138 -0.243 -0.247 0.070 -0.050 -0.254 -0.308 -0.193 -0.253 -0.210 
(3.60) (4.54) (4.20) (1.56) (1.09) (4.07) (5.13) (3.14) (4.18) (2.96) 

CF€ 0.242 0.381 0.441 
(1.62) (3.42) (4.43) 

K-1 -0.069 -0.060 -0.056 -0.043 -0.099 -0.038 -0.031 -0.057 -0.035 -0.060 
(8.70) (5.36) (4.71) (2.59) (9.63) (2.50) (2.17) (4.31) (2.76) (4.50) 

R2 0.88 0.78 0.75 0.92 0.91 0.78 0.82 0.72 0.78 0.74 
SEE 232.9 312.5 328.1 181.9 195.1 320.9 297.9 361.9 320.1 350.7 
DW 1.07 0.94 0.60 2.03 1.15 0.54 0.76 0.52 0.85 0.66 
D-m 0.46 0.56 0.77 0.76 0.66 

(4.11) (5.00) (8.42) (8.41) (6.11) 
RH01 0.61 

(5.10) 
RIiD2 0.31 

(2.61) 

EST OLS TSLS TSLS CO OLS OLS OLS OLS OLS OLS 

Definitions 04 Q1 Q1 Q4 ClA OM OM CF CF CF 
of - - -Wo ""t) \'{} \\tl \\tl wAR wAR ""t) ""t) Vf 
variables 

c1 c1· C! cl c1 c1,AR Cl,AR C! q Cl,F 

CFg 
4 CFg 

4 CFg 
4 

Nates: See table 24 far the abbreviatians of variables. In equation 1 the price 
vari ab 1 e p i s the pri ce index af the tota 1 t:DP af the Fi nni sh ecal1<llY, i n 
all other equatians p is the price index af the output af the aggregate 
finn sector (A). 
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Table A30. Q,larterly InvestIrent Equations for the ~gregate ~tor with 
Alternative Proxies for the D:mand Variable (eq. 5.17;;, c1!P 
as the user cost, Z = proxy for danand index) 

Variables Equation fIb. 
and (1) (2) (3) (4) (5) (6) (7) (8) 
stati sti cs: 

constant 0.258 0.397 0.174 0.111 0.119 0.117 0.027 0.470 
(O.54) (4.55) (3.13) (2.36) (2.06) (2.27) (0.60) (1.07) 

X4 0.986 
(8.57) 

M-1 0.485 
(4.10) 

54 0.347 
(5.43) 

GDP-4 0.419 
(8.10) 

LI 0.467 
(4.46) 

C-1 0.771 
(6.16) 

CLl 0.366 0.308 
n . (9.80) (6.73) 

CF4 0.167 
(2.06) 

(w!p) 0.100 0.408 0.389 0.189 0.301 0.325 0.124 0.119 
(1.06) (3.79) (4.00) (2.17) (2.56) (3.36) (1.47) (1.45) 

(c1!P) -0.275 -0.270 -0.166 -0.100 -0.157 -0.210 -0.114 -0.134 
(5.93) (4.00) (3.20) (4.07) (2.f38) (4.08) (2.93) (3.41) 

. K-1 -0.049 -0.082 -0.070 -0.084 -0.070 -0.132 -0.063 -0.050 
(5.02) (6.23) (5.98) (8.24) (5.66) (8.46) (7.05) (4.69) 

R2 0.84 0.72 0.76 0.82 0.73 0.78 0.86 0.86 
SEE 269.5 349.2 325.4 277.5 342.9 312.1 250.3 244.5 
DW 1.16 0.66 0.76 1.02 0.89 0.85 1.61 1.62 
D-rn 0.32 0.74 0.64 0.51 0.74 0.62 0.17 0.19 

(2.92) (7.56) (6.18) (4.31) (6.28) (5.63) (1.30) (1.32) 
LM(4) 24.33 38.66 32.69 18.65 34.70 29.81 11.51 11.38 

Notes: See table A19. The proxy variables used for the expected danand 
variable (ze) are as follONS: 

x = mll.Jlle inrex of inwstrial production in five countries irrportant 
for the Fi nni sh exports (see tab 1 e A19) 

M = voll.Jlle index of the irrports of the five countries as in X (see 
table A19) 

5 = volure of sales (see table A19) 
GDP = vo 1 ure of ootput (see tab 1 e A19) 
Y = mlure of disposable incare in the Finnish ecOllalY 
C = mlure of conSlllption (see table A19) 
CI = volure of consunption plus inves1lrent (see table A19) 



Table A31. QJarterly Inves'!lrent Equations for the ~gregate S:!ctor with 
Altemative Proxies for the D:mand Variable (e2/p as the user eost) 

Variables Equation No. 
and (1) (2) (3) (4) (5) (6) (7) (8) (9) 
stati sties: 

eonstant 0.780 2.521 1.751 1.135 1.159 1.335 0.737 0.838 1.819 
(1.85) (10.03) (7.74) (4.92) (5.13) (1.24) (2.68) (3.16) (4.34) 

X-4 0.352 
(3.52) 

M..1 0.226 
(3.53) 

S-4 0.176 
(3.78) 

GDP-4 0.252 0.100 
(6.50) (3.48) 

Y~l 0.199 
(2.92) 

CL1 0.229 0.162 0.221 
n (6.43) (3.88) (6.04) 

CF-4 0.145 0.229 0.171 
(2.05) (3.82) (2.73) 

(w/p) 0.341 0.412 0.414 0.276 0.277 0.273 0.241 0.239 0.245 
(4.11) (5.76) (5.95) (4.17) (4.26) (3.94) (3.41) (3.54) (3.44) 

(e2/p) -0.065 -0.078 -0.068 -0.062 -0.063 -0.068 -0.052 -0.054 -0.049 
(8.19) (10.75) (9.16) (9.63) (9.88) (10.83) (7.04) (7.69) (6.94) 

K-1 -0.059 -0.074 -0.069 -0.077 -0.062 -0.050 -0.064 -0.051 -0.071 
(6.88) (8.57) (8.24) (10.51) (6.13) (5.61) (8.95) (6.07) (9.61) 

R2 0.88 0.87 0.88 0.91 0.91 0.91 0.91 0.92 0.91 
SEE 235.2 235.5 232.8 200.7 196.1 200.8' 201.6 192.6 202.8 
(loi 0.88 0.91 1.09 1.29 1.32 1.44 1.66 1.64 1.59 
D-rn 0.40 0.56 0.47 0.36 0.34 0.30 0.18 0.19 0.21 

(3.11) (5.35) (4.21) (3.03) (2.86) (2.40) (1.40) (1.45) (1.69) 
U4(4) 21.76 23.83 18.86 10.73 10.15 8.21 7.41 6.26 8.86 

Notes: ~ table A30 for the oofinitions of variables. In ~ations 9 and 10 
e2 is the variant \\hieh is positive for all t (see section 5.6.3.1) 
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(10) 

1.945 
(4.78) 

0.160 
(3.74) 
0.158 

(2.49) 
0.242 

(5.53) 
-0.051 
(7.45) 

-0.059 
(6.48) 
0.91 

195.4 
1.56 
0.23 

(1.82) 
7.99 



46 

Table A32. JlRI1A-Estimati on Resu 1 ts for Se 1 ected CLS-Resi dua 1 s i n the Aggregate Sector 
Fonn of the 
Residual Process AA(1) M1l\(1,1) Jl.RI1A( 1,2) AA(2) JI.RMI\( 2, 1) 

Type of Equatian: 

(~-4' w/q) SEE 2.86 SEE 2.81 SEE 2.79 SEE 2.81 SEE 2.81 
XI4 = 38.27 A1 0.38 A1 0.62 A1 0.56 A1 0.33 Al 0.47 

(3.32) (2.63) (1. 71) (2.67) (0.52) 

xf3 18.19 ~U 0.27 r41 0.26 P2. 0.13 P2. 0.09 
(0.95) (0.78) (1.08) (0.23) 

12 18.10 ~112 ~.11 )~ 18.10 Ml 0.14 
(0.68) (0.16) 

xf1 17.82 xlI 18.14 

(~-4' w/c2) SEE 2.96 SEE 2.83 SEE 2.73 SEE 2.86 SEE 2.83 
XI4 = 59.71 A1 0.55 A1 0.78 A1 0.69 A1 0.45 A1 0.66 

(5.19) (5.94) (4.71) (3.61) (1.21) 
xf 34.89 Ml 0.33 Ml 0.45 P2. 0.20 P2. 0.10 

3. (1.71) (2.97) (1.62) (0.30) 

12 32.54 fv12 ~.4O )~ 35.90 Ml 0.23 
(3.32) (0.43) 

xf1 26.18 )2
1 

32.92 

(~-l> w/p, c1/P) SEE 4.44 SEE 3.99 SEE 3.82 SEE 3.88 SEE 3.86 
XI4 = 87.40 A1 0.57 A1 0.86 A1 0.82 A1 0.37 A1 0.48 

(5.63) (8.69) (7.08) (3.21) (1.51) 
l)\ 26.61 t41 0.42 Ml 0.50 A2. 0.36 P2. 0.31 

(2.59) (3.23) (3.17) (0.31) 
xf2 15.63 1>12 -Q.21 )~ 9.56 ~n 0.13 

(1.60) (0.39) 

)~ 8.77 xfr 9.62 

(~-4' w/p, c1/P) SEE 2.91 SEE 2.84 SEE 2.83 SEE 2.84 SEE 2.84 
XI4 = 43.49 A1 0.46 A1 0.70 A1 0.65 A1 0.40 A1 0.57 

(4.11) (3.83) (2.60) (3.15) (0.77) 
xf3 17.49 r41 0.30 Ml 0.30 P2. 0.16 P2. 0.08 

(1.24) (1.11) (1.27) (0.21) 
)~ 16.88 fv12 ~.1O )~ 16.87 Ml 0.18 

(0.65) (0.25) 
11 16.48 xlI 16.48 

(~-4' w/p, c2/P) SEE 2.06 sEE 2.03 SEE 2.02 SEE 2.02 SEE 2.02 
XI4 = 41.82 A1 0.38 A1 0.60 A1 0.55 A1 0.33 A1 0.45 

(3.49) (2.57) (1.58) (2.76) (0.47) 
xf3 13.72 ~n 0.25 ~n 0.23 P2. 0.13 P2. 0.08 

(0.89) (0.65) (1.03) (0.21) 

12 11.66 ~,12 ~.09 )~ 11.37 Ml 0.11 
(0.54) (0.12) 

x2 10.65 
11 

l)~ 11.26 

Nates: In ttJe colum 'type af equation' are presented the independent output and 
price variables af the relevant €Q.Jations. SEE is the sun af residual ~ares; 
A1, P2., Ml, ~'12 refer to the rraxinun likelihood estimates af the AA- and 
MA-paraneters and t-values are in parentheses. x2 is a test for the 

'hypothesis that the residual series is \'i1ite noise. P SEE should be I11Iltiplied 
by 106 to obtain the correct absolute value. 
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Table A33. ~Q.larterly Estimation Results of Linear Inves1lrent Equations for the P(:Jgregate Sector 
(eqs. 5.14, 5.15 and 5.17ii ~th w/p and c2/P as price variables, alternative measures 
for c2-variable) " 

Variables Equation tb. 
and (l) (2) (3) (4) (5) (6) (7) (8) (9) (l0) (11) 
stati stics: 

constant 2.484 1.81S 1.945 1.397 1.357 0.815 1.647 1.846 1.179 1.398 1.275 
(7.73) (4.34) (4.78) (S.6O) (S.29) (3.16) (S.29) (S.80) (8.0]) (3.S]) (7.5]) 

LP 0.405 0.351 0.272 0.435 0.171 0.414 0.676 0.425 
(7.oo) (6.22) (3.49) (S.21) (3.48) (7.7]) (11.12) (7.59) 

Cle 0.221 0.160 0.184 
(6.04) (3.74) (5.05) 

{w/p)e 0.257 0.245 0.242 0.309 0.312 0.310 0.283 0.326 0.245 0.169 0.259 
(4.03) (3.44) (3.53) (5.0]) (5.16) (4.47) (4.55) (5.14) (4.10) (2.22) (4.08) 

(c2/p)e -0.047 -0.049 -0.051 -0.050 -0.053 -0.052 -0.056 ...().076 -0.075 -0.195 -0.055 
(7.06) (6.94) (7.45) (S.20) (8.24) (7.91) (7.66) (11.28) (7.9O) {3.13} (7.12) 

CFE! 0.158 0.101 0.219 
(2.49) (1.45) (3.59) 

K-1 ...().076 -0.071 ...().059 ...().069 -0.062 -0.064 ...().079 -0.057 ...().068 -0.071 -0.072 
U1.05) (9.61) (6.84) (1O.75) (7.76) (9.35) (11.75) {6.77} (10.4]) (S.44) (1O.52) 

R2 0.92 0.91 0.91 0.93 0.93 0.92 0.92 0.91 0.92 0.87 0.92 
SEE 191.7 202.9 195.4 178.8 177.4 191.1 184.7 193.1 183.5 236.3 190.9 
DW 1.17 1.59 1.56 1.36 1.40 1.68 1.32 1.43 1.30 1.05 1.23 
LN(4) 14.11 7.49 7.86 9.65 S.92 6.91 10.22 S.l1 9.96 21.72 18.17 

. Definitions Q4 Cl1 Cl1 Q4 Q4 Cl1 Q4 Q1 Q4 04 Q4 
- - - - - - - - - -of ~ \'.0 ~ ~ ~ ~ ~ \'t\) \'t\) \'t\) ~ 

variables c2 c2 c2 c21 c21 c21 CZ2 c22 CZ4 c25 c26 

C~ CF
g 
4 CF

n 
4 

Notes: See tables 24, 28 and A31. Cle = CC1 {lagged value of conSlJ'llltion plus inves1lrent}. 
The definitions of the c2-variables are presented in table 17. In eqJations 1-3, c2 is 
that variant \'klich is positive for all t (1963.1 - 1980.4) 
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Table A34. Quarterly Estimation Results of Linear Investment Equations 
for the Aggregate Sector (eqs. 5.14, 5.15, 5.17ii; w/p and 
c2/P as price variables) 

Variables Equati on No. 
and (1) (2 ) (3 ) (4 ) (5) (6) (7) 
stati stics: 

constant. 1.989 1.993 1.510 1.237 1.832 1.514 1.613 
(10.02) (10.03) (5.08) (5.55) (10.77) (8.68) (9.16) 

Qe 0.223 0.212 0.398 0.442 0.115 0.054 0.127 
(5.03) (4.10) (5.43) (4.62) (3.13) (1. 36) (3.60) 

(w/p)e 0.312 0.323 0.223 0.237 0.421 0.375 0.411 
(4.29) (4.15) (3.33) (3.77) (6.13) (5.91) (6.70) 

(c2/p)e -0.074 -0.074 -0.048 -0.044 -0.072 -0.068 -0.010 
(11. 04 ) ( 11. 03 ) (4.61) (4.77) (12.73) (13.05) (6.16) 

CFe 0.099 0.234 
(1. 50) (3.92) 

K_1 -0.061 -0.061 -0.064 -0.069 -0.060 -0.049 -0.042 
(7.73) (7.72) (6.88) (6.73) (7.94) (6.47) (6.17) 

R2 0.89 0.89 0.93 0.92 0.91 0.92 0.89 
SEE 218.3 218.4 175.8 184.8 209.7 190.2 231.6 
DW 0.90 0.91 1.98 1.30 1.10 1.33 1.07 
RHOl 0.34 

(2.78) 
RH02 0.15 

(1.25) 

EST OLS TSLS CO OLS OLS OLS OLS 

Definitions Qo Qo Q4 QA QF QF QF 
of Wo Wo Wo wO wO \'10 wF 
variables c2 c2 c2 c2 . c2 c2 c2,F 

CFn 
4 

CFg 
4 
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Table J!35. The Effect of Credit Rationing in the Quarterly Investment·Equations 
for the ~gregate Sector 

Variables Equati on t-b. 
and (1) (2) (3) (4) (5) (6) m (8) (9) 
stati stics: 

constant -0.231 -0.536 0.020 2.033 1.046 1.513 1.607 1.451 1.292 
(1.27) (2.70) (0.12) (3.70) (2.25) (7.35) (7.18) (7.19) (6.71) 

Cf 0.462 0.324 0.602 0.294 0.685 0.143 0.346 0.418. 0.346 
(9.63) (4.65) (7.95) (3.87) (6.76) (2.79) (4.55) (7.41 ) (6.12) 

(w/c1)e 2.715 2.624 1.726 
(6.29) (6.48) (4.87) 

(w/p)e 0.248 0.1~ 0.319 0.286 0.260 0.329 
(2.57) (2.60) (4.91) (4.51) (3.98) (5.14) 

(c1/p)e -0.212 -0.083 
(4.37) (1.66) 

(c2/p)e -0.069 -0.059 -0.049 -0.049 
(11.12) (7.74) (7.16) (7.93) 

CfE! 0.288 0.065 0.298 0.167 0.221 0.113 
(3.34) (0.77) (3.29) (1.01) (3.28) (1.62) 

~ 7.604 4.234 -0.091 6.571 -1.165 7.629 -0.367 1.431 4.774 
(1.39) (0.78) (0.20) (1.16) (0.36) (2.04) (0.11) (0.40) (1.03) 

K-1 -0.058 -0.040 -0.064 -0.041 -0.083 -0.054 -0.069 -0.071 -0.071 
(8.24) (4.38) (7.42) (3.27) (7.72) (6.66) (7.49) (9.98) (10.59) .. 

R2 0.81 0.84 0.89 0.81 0.89 0.91 0.92 0.92 0.93 
SEE 286.7 266.0 222.4 286.3 212.1 195.3 183.8 1~.8 178.8 
1M 1.10 1.28 1.24 1.04 1.20 1.37 1.38 1.24 1.39 

Definitions OJ. Q1 Q4 Q1 OA Q1 04 Q4 Q4 

of v.c v.c v.c W \'1 W W W W 
0 0 0 0 0 0 0 0 0 

variables '1 c1 c2 c22 <=2 <=21 

C~ ~ ~ CF~ CFg 
4 eri 

RM..1 ~ ~l Ml ~'l4 ~1 % lM4 WM 

Notes: See table ft2.3. ~ i s the narginal interest rate on central bati< borro.-ring of 
coorrerci a 1 bati<s (RMl). ~11 = ~-1. etc. 1M.. = R4-r. r = average ; nterest rate 
on bank lending. 

1 3 
m.1=-I ~. 

. 4 i=O t-l 
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Table A36. lhe Effect of Technical Change in the quarterly Invesbnent Equations 
for the ~9regate ~tor 

Variables Equati on l-b. 
and (1) (2) (3) (4) (5) (6) (7) (8) 
stati stics: 

constant -2.313 -2.753 -1.447 -1.791 -1.723 0.131 0.697 0.869 
(4.50) (5.44) (2.62) (3.43) (1.30) (0.21) (1.36) (1.78) 

rt 0.508 0.366 0.538 0.389 0.373 0.233 0.443 0.374 
(9.95) (5.47) (9.39) (5.77) (5.14) (4.37) (7.69) (6.26) 

(wk/c1)e 2.023 2.110 
(5.60) (6.16) 

(W/c1)e 2.244 2.369 
(4.99) (5.66) 

(w/p)e 0.367 0.349 0.294 0.333 
(3.76) (5.40) (4.40) (5.18) 

(c1/p)e -0.086 
(1.34) 

(c2/p)e -0.058 -0.044 -0.046 
(8.38) (5.78) (6.61) 

Cf'E! 0.297 0.304 0.253 0.216 
(3.06) (3.55) (2.77) (3.22) 

~ 5.346 
(0.83) 

T -1.468 -1.425 -2.592 -1.176 -0.664 -0.455 
(2.59) (2.71) (3.39) (1.99) (1.63) (1.15) 

K-1 -0.036 -0.023 -0.029 -0.017 -0.013 -0.036 -0.063 -0.064 
(6.07) (3.28) (2.26) (1.41) (0.96) (2.63) (7.59) (8.10) 

. R2 0.79 0.82 0.83 0.85 0.84 0.92 0.92 0.93 
SEE 301.0 284.1 274.5 254.4 267.6 188.8 187.4 178.4 
DW 0.92 1.03 1.08 1.24 0.87 1.56 1.30 1.41 

Definitions O! Q1 Q1 Q1 Q1 Q1 Q4 Q4 
of w'"<{) w'"C() \\CO \\CO \'() 

- -
\'() \'() \'() 

variables -c1 c2 C2 c21 

CFi CF9 
4 CF9 

4 CFn 
4 

RMI1 

Notes: See table A24 and A35. 
wk = w/y, vilere y = exponential trend of average labour productivity 
(index of labour q.Jality) and T = linear tim: trend (1963.1 = 0.25, 
1963.2 = 0.50 etc., the coefficient of T should be niJltiplied by 102 
to get the correct s:a 1 e. 



Table A37. 

Variables 
and 
stati stics: 

constant 

Qe 

(w/p)e 

(c1/p)e 

(c2/p)e 

K1 
-1 

K2 
-1 

R2 
SEE 
DW 

Definitions 
of 
variables 

Notes: 

Tests for the Replacement Hypothesis in the Quarterly 
Investment Equations for the Aggregate Sector 

Equation No. 
(1) (2 ) (3 ) (4) (5) (6) 

2.193 2.053 3.440 2.147 1.952 3.302 
( 4 • 92) ( 10 • 64 ) (9.97) (4.86) (10.10) (9.57) 
0.705 0.424 0.408 0.685 0.404 0.386 

(10.54) (7.38) (6.85) (10.41) (6.99) (6.43) 
0.102 0.278 0.285 0.100 0.267 0.271 

(1.22 ) (4.18) (4.19) (1. 22) (4.02) (4.00) 
-0.154 -0.158 
(3.74) (3.84) 

-0.064 -0.062 -0.063 -0.061 
(8.86) (8.61) (8.72) (8.43) 

-0.074 -0.081 -0.090 
(6.87) (10.01) (10.59) 

-0.071 -0.075 -0.083 
(6.98) (9.89) (10.43) 

0.85 0.91 0.91 0.85 0.91 0.91 
260.4 194.2 197.2 258.7 195.7 199.1 

0.95 1.24 1.19 0.95 1.19 1.13 

Q4 Q4 Q4 Q4 Q4 Q4 
WO wO wO wO wO wO 
c1 c2 c2 c1 c2 c2 

See table A25. The net capital stock K1 is calculated 
by increasing the rate of depreciation (ö) by 0.5 
percentage points (at annual level) from 1974 onwards 
and K2 is calculated by increasing the rate of 
depreciation gradually from 1974 onwards so that at 
the end of 1980 ö is 0.5 percentage point higher than 
its original value; In equations 3 and 6, c2 is that 
variant which is positive for all t. 
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